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I. J. Day 
Whittle Laboratory, 

Cambridge University Engineering 
Department, 

Cambridge, United Kingdom 

Stall Inception in AxiakJFIow 
Compressors 
Studies have been conducted on two laboratory test compressors to investigate the 
process leading to the formation of finite amplitude rotating stall cells. The meas­
urements were obtained from circumferential arrays of hot wires and were spatially 
and temporarily analyzed to show that modal perturbations are not always present 
prior to stall, and when present, sometimes have little direct effect on the formation 
of the stall cells. The measurements lead to the conclusion that the occurrence of 
modal perturbations, and the formation of finite amplitude stall cells, are two 
separate phenomena, both occurring under roughly the same conditions at the peak 
of the pressure rise characteristic. The measurements also underline the hitherto 
unsuspected importance of short length scale disturbances in the process of stall 
inception. Examples are given of different ways in which stall cells can develop and 
the conclusions are backed up with a summary of current test data from various 
machines around the world. 

Introduction 
The present trend in aero-engine compressors is toward in­

creased pressure ratio per stage. The need to retain an adequate 
operating range under these conditions has stimulated renewed 
interest in compressor instabilities. Rotating stall cells and 
transient reversed flow (surge) are limiting factors at peak 
performance of the compressor. New attempts, using better 
instrumentation and improved analytical models, are therefore 
being made to understand these complex flow phenomena. 

Past efforts in this field have met with limited success. Both 
rotating stall and surge can be reasonably well described in 
terms of what happens in the compressor when either dis­
turbance is well established. However, a gap exists in the un­
derstanding of how the disturbances come into being and we 
are still unable to predict the precise operating point at which 
this instability will occur. In recent years it has become clear 
that the idea of using only steady-state parameters to determine 
the stall point of a compressor is too simplistic and the focus 
of attention has now shifted to problems of aerodynamic sta­
bility. The current experimental work on stall inception is 
aimed at providing a sound physical understanding of the 
phenomenon on which to base improve modeling of com­
pressor stability. 

A heightened interest in stall mception has also been aroused 
with the recent attempts to extend the compressor operating 
range through the use of active control techniques. The idea 
was first published in the open literature by Epstein et al. (1986) 
and since then successful experiments have been carried out 
by Day (1992) and Paduano et al. (1992). The objective in 
applying active control to compressor instabilities is to feed 
back damping perturbations into the flow field, which will 
suppress the development of the stalling disturbances. 

Contributed by the International Gas Turbine Institute and presented at the 
36th International Gas Turbine and Aeroengine Congress and Exposition, Or­
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
February 19, 1991. Paper No. 91-GT-86. Associate Technical Editor: L. A. 
Riekert. 

Two flow models of particular interest to the current work 
can be found in the literature. It will be useful to review these 
before going on to look at the experimental results. The first 
flow model is that derived from a picture originally drawn by 
Emmons et al. (1955). This picture suggests a possible cause 
of stall inception and offers an explanation of how the stall 
cell propagates along the blade row. 

Sketch A 

In a row of highly loaded blades, a minor physical irregu­
larity, or flow nonuniformity, can result in momentary 
overloading and separation. This separation, or blockage, will 
restrict the flow through the blade passage and will therefore 
divert the incoming streamlines. On one side of the blockage 
the streamline diversion will cause increased incidence, and on 
the other side decreased incidence. The blade passage subjected 
to increased incidence, the one on the left in Sketch A, will 
therefore become stalled, while the one already stalled will 
unstall. The stall "cell" will thus propagate from blade to 
blade around the compressor. The propagation speed of the 
cell is always lower than the rotational speed of the blades 
and, although the stall cell will move to the left relative to the 
rotor blades in this picture, both cell and blades move to the 
right in the absolute frame of reference. Although not origi-
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nally intended this way, the above picture has been drawn so 
as deliberately to emphasize the point that a stall cell such as 
this need only affect the flow around a few blade passages. A 
cell like this would be called a disturbance of short length scale. 

The second flow model is also found in the above paper by 
Emmons et al., but has recently been extended to multistage 
machines by Moore and Greitzer (1986). In this work modal 
perturbations are of primary interest and these, sometimes 
referred to as prestall waves, may be visualized as small si­
nusoidal velocity fluctuations that rotate about the annulus at 
a steady speed. 

r r r r r r r r r 
Sketch B 

In Sketch B only a limited number of blades are shown, but 
these are intended to represent a complete blade row. A velocity 
perturbation with a wavelength equal to the circumferential 
length of the annulus would be referred to as a mode of order 
1. Here the blades move to the right and so too does the 
perturbation, but always at a speed lower than the blade speed. 
In this view, such a perturbation would grow or decay de­
pending on stability criteria related to the operating point of 
the compressor. If the compressor were to be throttled toward 
the stall point, the perturbation would grow in intensity, with­
out any abrupt change in either amplitude or frequency, until 
a fully developed stall cell is formed. In other words the stall 
cell would grow smoothly out of the prestall perturbation. 
Initially the wave amplitude would be infinitely small and not 
discernible above the background noise, but as the instability 
point is approached growth of the wave would be rapid, and 
to the observer the compressor would appear to stall instan­
taneously. 

In recent years the Moore and Greitzer model has received 
some direct experimental support from work done by Mc­
Dougall et al. (1990) and by Gamier et al. (1991). McDougall 
was the first to show that modal perturbations actually exist 
and his measurements lead him to conclude that localized dis­
turbances of the first type (Sketch A) have no part to play in 
the stall inception process. Gamier was also able to detect 
modal perturbations in low and high-speed compressors and 
examined the buildup of these perturbations prior to stall. His 
work did not, however, concentrate on the process by which 
the perturbations ultimately become stall cells. The present 
work also shows modal perturbations prior to stall, but by 
looking more closely at the cell formation process it has been 
found that modal perturbations are not the only path into stall. 
Disturbances of a shorter length scale (as in Sketch A) have 
now been identified and their effect on cell formation is evident 
in the majority of cases tested. 

The work documented here focuses on the process of stall 
cell development and presents detailed measurements from 
both single stage and multistage machines. It also takes ad­
vantage of a compressor facility that incorporates devices by 
which the onset of stall can be delayed using active control 
techniques. Using this equipment, the flow field can be per­
turbed so that different aspects of the transient behavior in 
the compressor may be studied. The findings undoubtedly 
reveal a more complicated picture than the accepted picture 
of stall inception, and provide new details on short length scale 
disturbances, which will have to be taken into consideration 
in future modeling of compressor stability. The results also 

help explain some of the difficulties encountered in recent 
active control experiments and underline the fact that methods 
for active control of stall will need to be more complex than 
originally thought. 

Experimental Facility and Data Processing 
The stall inception measurements have been obtained from 

two low-speed compressors at the Whittle Laboratory, namely 
the Deverson rig and the CI06 compressor. A detailed de­
scription of both machines is given by Li (1990) with some 
additional statistics included in an appendix to this paper. The 
Deverson rig is a large single-stage low-speed machine ideally 
suited to detailed measurements of flow in the blade passages 
(Fig. 1). As a stage it is intended to have axial absolute flow 
into the rotor and therefore has no inlet guide vanes. The tip 
clearances of the rotor blades can be varied from 0-3.0 percent, 
based on chord length, by using spacers under the blades at 
the hub. The C106 compressor, on the other hand, is a mul­
tistage machine with four identical stages (Fig. 1). The blading 
has been designed to model a modern high-pressure (HP) com­
pressor and the stage loading is comparatively high. 

The CI06 was used for preliminary studies on the active 
control of stall and in the course of this work the compressor 
was fitted with an array of twelve fast-acting air injection 
valves. These valves were equally spaced around the circum­
ference of the machine between the IGVs and the first rotor 
and were designed to inject a small puff of air into the flow 
field near the rotor tips. The velocity of the injected air was 
about 1.5 times the free-stream velocity and the amount of air 
from each valve was less than 0.1 percent of the compressor 
flow rate (a fuller description of these valves is given by Day, 
1991). The valves could be individually opened and closed and 
when linked to a computer could be instructed to inject any 
desired sequence of disturbances into the compressor. 

Data acquisition procedures were essentially the same for 
both compressors. Hot-wire anemometers were used through­
out, although wall static transducers were available to back 
up the velocity measurements. Where the probes were equally 
spaced around the circumference of the machine, the number 
of probes varied between 4 and 8 with 6 being the preferred 
number. In the four-stage machine the probes could be placed 
at almost any axial location, but most of the time they were 
positioned just upstream of the first-stage rotor; about half a 
chord from the rotor face. In the Deverson rig this spacing 
was reduced to about a quarter of a chord length ahead of the 
rotor face. This approach means that the probes were always 

EE§> 

m 
,0.5 METRES, 

DEVERSON COMPRESSOR (SINGLE STAGE) 

0.5 METRES , 

C106 COMPRESSOR (FOUR STAGE) 

Fig. 1 Cross-sectional views of the Deverson and C106 compressors 
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CELL SPEED: 70% 

10. 15. 
TIME (ROTOR REVS.) 

Fig. 2 Hot-wire measurements from the C106 compressor (1.5 percent 
clearance) showing modal perturbations prior to the formation of a single 
stall cell (mean flow velocity just before stall: 28 m/s) 

in relatively undisturbed flow (as opposed to the turbulent 
flow behind the rotor), and therefore small changes of blockage 
or shifts of flow in the rotor passages could easily be detected. 
Moving the probes farther upstream provides spatial damping 
from blade-related potential effects, but also reduces the pos­
sibility of picking up small disturbances in their early stages. 

Numerous processing techniques are available for enhancing 
various aspects of the transient hot-wire data, but in most cases 
the examples used in this paper have been specifically chosen 
so that unprocessed time traces can be used for the sake of 
clarity. The time taken and the distance traveled around the 
circumference are easily obtained from these figures to give 
an indication of speed of rotation. Another useful method of 
looking at the data is to determine the amplitude and phase 
angle of circumferential perturbations by Fourier analyzing 
the velocity distribution around the annulus obtained from the 
hot-wire probes. Repeated analysis at each sampling time step 
thus allows waves rotating in the annulus to be tracked as they 
move and develop with time. This technique was developed 
by Longley (1988) at the Whittle Laboratory, who first plotted 
phase angle against time, varying the sizes of dots to indicate 
the amplitude of the disturbance. In the present work this 
technique has been used extensively to highlight the coherence 
of small perturbations that would otherwise have been masked 
by background noise. 

Experimental Results 
The experimental results can be roughly divided into two 

parts, the first dealing with modal perturbations and the second 
with the formation of finite stall cells. The interaction between 
these two phenomena will be considered separately. 

On a point of terminology, there has been a tendency in the 
past to refer to modal perturbations as "prestall waves." How­
ever, as the intention of this paper is to show that the modal 
perturbations and the formation of finite stall cells are not 
necessarily consecutive events, the term "prestall wave" will 
not be used. In addition, the nature of the modal perturbations 
is so closely linked to the idea of aerodynamic resonance that 
the words "perturbation" and "oscillation" are sometimes 
interchanged depending on the emphasis required. 

360 -

180 -

-

0 -
0 

MODAL PERTURBATIONS-" 

• ' . ' • , . • • - ; , ' / ; 
1 1 1 

—•+- STALL 

* A A 

i t 

| ]f f 

i • * 

i 
10 15 20 25 

TIME (ROTOR REVS.) 

Fig. 3 Results from the Deverson compressor (0.7 percent clearance) 
showing the phase angle versus time of a first-order modal perturbation 

1 Modal Perturbations. Modal perturbations were first 
observed by McDougall et al. (1990) and since then have been 
seen in other compressors by Garnier et al. (1991). An example 
of these perturbations occurring in the C106 compressor is 
given in Fig. 2. Six hot wires just ahead of the first rotor 
positioned at midblade span were used to obtain these results. 
From the beginning of the trace a wavelike disturbance is 
present in the flow right up to the point where the compressor 
stalls at rotor revolution 16. By following a trough in the waves 
as it moves upward and to the right from one wire to the next, 
it can be seen that the perturbation is traveling in the direction 
of rotation, and that the incoming flow field must look some­
thing like that shown in Sketch B. 

Another example of modal perturbations occurring before 
stall is given in Fig. 3. In this case the data, taken from the 
Deverson rig at 3.0 percent clearance, have been spatially de­
composed using the Longley procedure and are plotted in terms 
of first-mode phase angle versus time. The size of the dots 
represents the amplitude of the modal perturbation at each 
point in time and the grouping of the dots into periodic lines 
represents the rotation of a coherent modal wave. The unpro­
cessed data from which this plot was derived are shown later 
in Fig. 10, and it can be seen from both these figures that the 
stall cell develops smoothly out of the modal wave. [This is 
not the case in the previous figure (Fig. 2) but this topic will 
be covered in greater detail later on.] 

The growth of the modal perturbations prior to stall in the 
examples of Figs. 2 and 3 is suggestive of a damped oscillatory 
system becoming less damped as the compressor is pushed 
further and further toward the stall point. This is consistent 
with the Moore and Greitzer (1986) analysis, which shows rapid 
growth of the oscillations at the peak of the total-to-static 
pressure rise characteristic. 

The C106 test rig with its array of air injection valves offers 
a unique opportunity to explore the natural resonance of the 
compressor. To do this a looping sequence of valve openings 
was employed to give as near as possible a sinusoidal disturb­
ance of constant amplitude to the incoming flow field. The 
valve sequence was computer generated and the amplitude of 
the forcing disturbance was kept constant by stabilizing the 
air injection rate. The compressor was set running at a flow 
rate as low as possible without prematurely dropping into stall 
and the looping sequence was set in motion. The disturbance 
was started at a slow speed, about 10 percent of rotor speed, 
and slowly accelerated to about 50 percent of rotor speed. Five 
consecutive sweeps of this frequency range were executed so 
that an ensemble-averaged result could be obtained. The results 
from these tests for a single hot wire positioned well away 
from the immediate influence of the valves are shown in Fig. 
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•* T ' 1 ' I ' I ' I ' I ' I 
\0% 50X 

PERCENTAGE OF ROTOR SPEED (NON-LINEAR SCALE) 

Fig. 4 Velocity fluctuations in the C106 compressor (1.5 percent clear­
ance) induced during unstalled operation by a rotating disturbance of 
constant amplitude and increasing rotational frequency 

3 . 5 -] 

£J 3 . 0 " 

s 

H 2 . 0 " 

O 
s -

i ,o i 1 1 1 1 1 1 1 1 1 1 1 1 • 1 

0.434 0.436 0.438 0.440 0.442 0.444 0.446 0.448 

FLOW COEFFICIENT 

Fig. 5 Amplitude of induced modal oscillations in the C106 compressor 
at various throttle settings (frequency of forcing disturbance equal to 
the natural frequency of the compressor, i.e., 18 percent of rotor speed) 

4. The abscissa is labeled in percentage of rotor speed and 
shows that the peak amplitude of the induced disturbance 
occurs in a frequency range between 15 and 20 percent. This 
is in close agreement with the modal frequency of 18 percent 
measured from Fig. 2, where the compressor went into stall 
naturally. 

This experiment was backed up by a series of tests where 
measurements were taken around the compressor annulus im­
mediately after a short sharp pulse was injected into the flow 
by one of the valves. The familiar modal disturbance was 
observed and the frequency was found to be the same as when 
the mode develops spontaneously. The amplitude of the mode 
decayed quite quickly after the pulse and was clearly linked to 
the compressor operating point. Further tests were therefore 
done to determine how the damping of the system decreases 
as the peak of the characteristic is approached. Accepting the 
natural frequency of the system to be about 18 percent of rotor 
speed, the valves were then used in a sinusoidal fashion at this 
frequency to excite a response in the compressor while oper­
ating at flow rates closer and closer to the stall point. The 
results are shown in Fig. 5. The amplitude of the excited waves 
increased almost linearly as the flow rate was reduced. A more 
interesting point, however, is the limited range over which any 

l — ' — i — ' — i — ' — r — ' — i — ' — i — ' — i — i — i 

0 . 0 0.1 0 . 2 0 . 3 0 .4 0 . 5 0 . 6 0 . 7 0.B 

FLOW COEFFICIENT 

Fig. 6 Total-to-static characteristic of C106 compressor showing how 
narrow the range is over which modal oscillations can be excited 

sign of excitation could be detected. Figure 6 shows this range 
on the measured total-to-static compressor characteristic. These 
experiments emphasize the limited range over which modal 
perturbations can be sustained, and this knowledge will prove 
useful later on in explaining why modal perturbations are ob­
served prior to stall in some instances and not in others. 

During some of the testing on the four-stage compressor, 
the modal perturbations were of quite noticeable amplitude, 
even when the air injection valves were not in use. It was 
therefore reasonable to ask if these waves were not perhaps 
the manifestation of some other disturbance deeper in the 
compressor. Measurements were therefore taken with hot wires 
downstream of the third stator row, i.e., upstream of the last 
rotor. These probes revealed large periodic velocity fluctua­
tions, which appeared in perfect unison with the modal wave 
measured simultaneously at the front of the compressor. It 
was subsequently found that the probes happened to be in such 
a position relative to the upstream stator blades as to routinely 
catch the fluctuating wakes shed from these blades. Other 
probes used at the same time were well clear of the stator wakes 
and so showed no disturbance at all. The conclusion to be 
draw from these tests was that the rise and fall of throughflow 
velocity occurring with the rotation of the modal wave was 
causing a sympathetic thickening and thinning of the corner 
separations attached to each stator blade. The idea is illustrated 
in Sketch C, where the effect of the velocity perturbation on 
the wake size is clearly visible. 

mmm 
Sketch C 

To demonstrate that this picture is in fact correct, five hot 
wires were spaced across one blade passage near the outer 
casing behind the third stage stator row with the first and fifth 
probes in repeating relative positions. A spanwise position near 
the outer casing was chosen for this test because the flow 
separation being examined is usually most marked in the sec­
ondary flow regions at the extremities of the blades. The results 
in Fig. 7 show that hot wire 2, nearest the stator wake, was 
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Fig. 7 Data from the C106 compressor showing how the fluctuation in 
stator wake thickness affects the output from hot wires in various po­
sitions relative to the upstream stator blades 

indeed picking up the mode associated velocity fluctuations 
mentioned previously, while wires 1 and 5, which were well 
clear of the wakes, showed the least disturbance prior to stall. 
Once the compressor stalled of course the stall cell was picked 
up equally by all the probes. 

It should be noted that corner separations, sometimes quite 
extreme ones, are a regular feature of the flow in a compressor 
operating near stall and it is therefore not surprising that the 
extent of the separation should be influenced by small changes 
in throughflow velocity. The fact that these separations exist 
does not imply that the machine itself is stalled nor does the 
presence of the modal perturbations mean that the compressor 
is irretrievably on its way into rotating stall. At any point prior 
to the formation of a finite stall cell, even when strong modal 
fluctuations are present, the machine can be returned to normal 
operation simply by backing off the exit throttle. The kind of 
fluctuating corner separations seen here are present throughout 
the whole machine and occur in both the rotor and stator 
blading but with the stators being most severely affected in 
this compressor, i.e., the C106. 

2 The Formation of Finite Stall Cells. In order to discuss 
the formation of finite (i.e., not infinitesimal) stall cells, it is 
necessary to be clear about the distinction between a stall cell 
and a modal wave. A modal wave, as seen experimentally, is 
a "reversible" disturbance, which can be made to come and 
go by slight changes in throttle setting and may be visible in 
the machine for as much as 200 rotor revolutions before stall 
(Gamier et al., 1991). During this time the pressure rise across 
the compressor will remain nearly constant. A stall cell, on 
the other hand, is a comparatively "irreversible" disturbance 
and once formed will lead inexorably to a collapse of the 
pressure rise, usually within four to six rotor revolutions. 

In the preceding discussion it was shown that modal per­
turbations may appear in the compressor as the stability line 
is approached. Alternatively a finite stall cell may also appear 
in the compressor, independently of the modal perturbations, 
and at about the same operating condition. It will be shown 
below that cell formation may precede the occurrence of modal 
perturbations, in which case the modes are never seen. Alter­
natively, cell formation may occur after the appearance of 

% 1 
s 

b 
o 

STALL CELL SPEED: 72% 

NO MODAL PERTURBATIONS -J HrvfWl 

^i/Ul 

EMERGING STALL CELL _ / 

10. 15 . 

TIME (ROTOR REVS.) 

Fig. 8 Hot-wire measurements from the C106 compressor (1.2 percent 
clearance) showing a stall cell emerging from a flow field in which no 
modal perturbations can be detected 

modal perturbations in which case some degree of coupling 
between these two phenomena, both rotating in the same di­
rection, may occur. 

In a somewhat artificial manner a distinction is drawn below 
between two types of stall cells that may appear in the com­
pressor: those of short length scale and those of a longer length 
scale. Although the distinction is made in terms of the size of 
the cell when it first forms, the real difference between these 
two types of cell is the speed at which they rotate. The smaller 
cell will rotate more quickly, while a larger one will rotate 
more slowly. The importance of this distinction is discussed 
below. 

(a) Cells of Short Length Scale. We start by considering 
an example from the CI06 compressor, set at 1.2 percent tip 
clearance, in which a stall cell appears before there is any sign 
of a modal wave. Figure 8 shows the machine operating stead­
ily, with no hint of modal perturbations prior to stall. Modes 
could not be detected using the Longley FFT procedure either. 
At approximately t = 15 in this figure, a small stall cell of 
limited extent is formed that rotates around the machine, grow­
ing slowly at first and them more quickly to become a fully 
developed stall cell. Initially the cell starts out moving at about 
70 percent of rotor speed but slows down to 38 percent when 
the cell is fully formed. This pattern of a small localized stall 
cell rotating fast and slowing as it grows is a dominant feature 
of the measurements from the CI06 compressor and is indic­
ative of a stall inception pattern similar to that suggested in 
Sketch A. 

Another example of cell formation occurring without the 
presence of modal perturbations comes from the Deverson rig 
as shown in Fig. 9. It will be recalled that this compressor 
exhibited modal waves when the tip clearance was set at 3.0 
percent (Figs. 3 and 10). Now with the tip clearance at 1.2 
percent the picture is quite different. In Fig. 9 the incoming 
flow is steady and detailed analysis confirms that there is a 
complete absence of any modal oscillation prior to the for­
mation of the stall cell. Once again the cell is quite localized 
when it starts out, only two or three blade passages wide, and 
its speed of rotation is close to 70 percent. The tip clearance 
for this build is 1.2 percent, as it was in the CI06 in Fig. 8, 
but for want of hard evidence the similarity of clearance may 
just be a coincidence. 

If the tip clearance in the CI06 compressor is increased 
slightly to 1.5 percent by changing the outer casing ring over 
the first rotor, modal perturbations appear before stall. A clear 
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Fig. 9 Hot-wire measurements from the Deverson compressor (1.2 per­
cent clearance) showing a stall cell emerging from a flow field in which 
no modal perturbations can be detected (mean flow velocity just before 
stall: 16 m/s) 

10. 15. 
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Fig. 10 Hot-wire measurements from the Deverson compressor (3.0 
percent clearance) showing a stall cell emerging smoothly out of a flow 
field containing a modal perturbation 

example of this was given earlier in Fig. 2. Despite the presence 
of these perturbations the stall cell formation pattern is just 
as it was in the previous two examples, i.e., a small localized 
cell, appearing suddenly and rotating fast. The lack of influ­
ence of the modal perturbations on the formation of the cell 
is emphasized by the fact that the modal speed is 18 percent, 
whereas the stall cell starts out at nearly 70 percent of rotor 
speed. 

In Fig. 2, the stall cell is initially very localized and has a 
small circumferential length scale compared to that of the 
preceding modal wave, i.e., Z,cell ~ 0.05 Z.mode- The coupling 
between the two phenomena would therefore be expected to 
be small, as is in fact the case. It has been shown by repeated 
measurements, however, that the modal wave does affect the 
formation of the stall cell in that the cell usually begins near 
the trough of the wave where the throughflow velocity is lowest. 
The stall cell rotates much faster, and is a more vigorous 
disturbance, than the modal wave and therefore the wave only 
remains coherent for a very short time after the stall cell ap­
pears. Once the stall cell grows in size the modal wave is 
naturally obliterated. 

(b) Cells of Longer Length Scale. The above discussion 
of finite cell development concentrates on what happens when 
the cell is initially of small length scale, i.e., the disturbance 
is localized to just a few blade passages. If, on the other hand, 
the stall cell is larger in circumferential extent when it first 
forms, it tends to rotate more slowly and coupling between 
the modal wave and the stall cell will then be more effective. 

An example of effective coupling is taken from the Deverson 
rig at 3.0 percent tip clearance. In this configuration the com­
pressor produces a lower pressure rise for the same flow coef­
ficient than before and the compressor stalls more gently with 
a much smaller hysteresis loop. The results of the stall inception 
measurements are shown in Fig. 10 where a modal perturbation 
appears prior to stall. When the stall cell forms in this case, 
it is larger in circumferential extent and rotates more slowly. 
The length scales of the mode and the cell are more comparable 
here and the cell now appears to grow progressively out of the 
modal wave. The abrupt change in speed seen previously be­
tween the modal wave and the emerging stall cell does not 
occur in this case. This type of stall inception pattern supports 
the Moore and Greitzer model shown in Sketch B and is in 
fact the case studied by McDougall et al. (1990). 

10. 12. 14. 

TfiHE (ROTOR REVS.) 

Fig. 11 Hot-wire measurements from the Deverson compressor (0.7 
percent clearance) emphasizing the difference in speed between small 
and large stall cells 

(c) Cells of Both Length Scales. An unusual example il­
lustrating the difference in rotational speeds of cells of short 
and long length scales is given in Fig. 11. This data were 
obtained from the Deverson compressor at 0.7 percent tip 
clearance when the compressor sometimes stalled in an un­
certain manner. Here a short length scale cell is joined soon 
after inception by a larger cell, which rotates much more slowly. 
In this figure the smaller cell has been colored in black to make 
it easier to follow its progress around the machine. Because 
of its greater speed the small cell quickly catches up with the 
larger one and after two complete revolutions it runs into the 
back of the slower moving disturbance. (On closer inspection 
it can be seen that after one revolution the small cell begins 
to decrease in size. This is because the part of the flow field 
through which it is moving is beginning to operate at a higher 
throughflow velocity due to the blockage caused by the larger 
cell.) 

Supporting Measurements 
The examples given above are intended to show that modal 

perturbations can influence the process of cell formation but 
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Fig. 12 Hot-wire traces recorded in the C106 compressor (1.5 percent 
clearance): The upper trace shows natural stalling while the lower trace 
shows stalling at a flow coefficient 1.5 percent below normal 

that these perturbations themselves are not a necessary pre­
requisite for the formation of stall cells. A number of other 
experimental observations support this point and these are 
listed below. 

1 It was shown previously how the range over which modal 
oscillations appear in a compressor is very limited and is re­
stricted to the peak of the characteristic. Since many com­
pressors stall while the characteristic is still rising it is not 
surprising that the first sign of a disturbance might be the stall 
cell itself and that the modal oscillations are therefore never 
seen. This is often the case in the C106 compressor. In this 
compressor, however, it is possible to inject small quantities 
of air directly at the tips of the first rotor (in a steady manner) 
and this has the effect of delaying the formation of the stall 
cells while creating a nearly horizontal extension to the com­
pressor characteristic (Day, 1992). Any modal oscillation in 
the compressor can therefore be greatly amplified simply by 
delaying cell formation and so allowing the compressor to reach 
an operating point further to the left on the characteristic. The 
results of such a test are summarized in Fig. 12 where the 
output from one, rather than six, hot wires is used to illustrate 
the difference. The upper trace shows the compressor going 
into stall naturally with only a slight hint of a modal wave 
before stall. The lower trace shows a much clearer modal wave 
when the characteristic is extended by just 1.5 percent. 

It is worth pointing out again that when the stall cell is small 
and sharply defined, the coupling between it and the modal 
perturbation is very weak. The patterns of cell development 
in the upper and lower traces in Fig. 12 are almost identical 
despite the fact that a much stronger modal perturbation is 
present in the lower trace. 

A further test along these lines was done using one air in­
jection point only to trip the machine into stall prematurely. 
By swivelling the chosen injection valve to point in an unfa­
vorable direction, a short sharp puff, effective for about 2.5 
ms, is sufficient to trigger the formation of a small finite stall 
cell of the type seen above, and this causes the compressor to 
go straight into stall. This premature stalling can be achieved 
at a flow rate about 5 percent greater than that at the natural 
stall point. This experiment emphasizes the range over which 
stalling can occur and implies that, under natural conditions, 
some minor physical or aerodynamic irregularity could easily 
stall the machine before the point on the characteristic is reached 
at which model oscillations come into play. The data from this 
last experiment also show that the action of the valve is the 
immediate cause of cell formation; the valve does not first 
create a modal oscillation that then turns into a stall cell. 

RELATIVE POSITION OF STALL CELLS , o 

Fig. 13 Examples of the uneven distribution of stall cells around the 
annulus in the C106 compressor (1.2 percent clearance) 

2 The small sharply defined stall cells of the type that 
appear in the Deverson and CI06 compressors have a very 
short circumferential length scale. The disturbing influence of 
these cells is restricted to just a few blade passages and therefore 
any number of cells could form in the compressor, and these 
could be randomly distributed around the annulus. Figure 13 
from the C106 compressor shows some examples of short length 
scale cells which form in just this way. The random distribution 
of the cells would be far less likely to occur if organized modal 
perturbations were a necessary prerequisite for cell formation. 

3 In many of the experiments the short-wavelength stall 
cells appear to originate at precisely the same circumferential 
position in the annulus each time the machine is stalled. This 
phenomenon has been observed in the C106 compressor and 
in the Deverson rig (1.2 percent clearance), but in the Deverson 
rig particularly, the orientation of the rotor is also involved 
in the timing of cell formation. A series of 21 consecutive tests 
were conducted in which six hot wires were used to determine 
the starting location of the stall cell, and at the same time a 
once per revolution signal was used to track the orientation 
of the rotor. In all the tests the stall cell clearly originated near 
the same spot on the casing and, furthermore, the rotor was 
always in the same relative position when the cell started. In 
other words the formation of the stall cell was delayed until 
a particular part of the rotor was opposite a particular part 
of the casing. The results of the rotor position measurements 
are shown in Fig. 14 where relatively little scatter in rotor 
orientation is observed at the time of cell formation. No meas­
urable eccentricity could be found in the compressor when 
these tests were done. Again the Sketch A picture of cell for­
mation is most suitable here where, in a highly loaded situation, 
an imperceptible irregularity would be all that is necessary to 
trigger the formation of a localized cell. 

Some tests were done by McDougall et al. (1990) in the same 
compressor to try and fix a point on the rotor where the stall 
cell would begin. Substantial eccentricity (up to eight restag-
gered blades) had to be built into the rotor before rotor position 
played a significant part in the timing of cell formation. The 
difference between their tests and those reported here is that 
their tests were done at 3.0 percent clearance. At 3.0 percent 
clearance, modal oscillations of large length scale regulate cell 
formation (see Fig. 10), whereas at 1.2 percent clearance, the 
cell length scale is much shorter and, localized irregularities are 
likely to be of greater consequence. 
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Fig. 14 Series of repeated tests on the Deverson compressor (1.2 per­
cent clearance) showing the angular position of the rotor at the time of 
stall cell formation 

Discussions 
The natural occurrence of modal perturbations in a com­

pressor operating near the stability limit has been demon­
strated, as has the narrowness of the range over which the 
perturbations will appear. Finite stall cells of independent or­
igin have also been shown to appear in the compressor under 
much the same operating conditions. Coupling between the 
two types of disturbance may occur if the modal perturbation 
becomes established prior to the formation of the stall cell. If 
the stall cell forms first, however, the flow field will quickly 
be disrupted and the modal perturbation will not be seen. The 
measurements therefore suggest that modal perturbations and 
the formation of finite stall cells are two separate phenomena. 

A modal oscillation is essentially a perturbation superim­
posed on an underlying axisymmetric flow field. The individual 
blades in the compressor may all have partly separated flow 
and the size of the separated region may grow and shrink in 
sympathy with the oscillation, sometimes even giving the 
impression of propagation, but still the flow field is essentially 
axisymmetric. A stall cell, on the other hand, represents a 
definite break in the symmetry of the flow field. It is not 
practical to define a stall cell as a disturbance of this or that 
flow structure, but it is unequivocal to define it as a disturbance 
that puts an end to the axisymmetric nature of the flow; the 
crack that stops the bell from ringing. 

Two types of stall cells have been observed and these have 
been classified according to the size of the cell when it first 
appears, i.e., short or long length scale cells. In the past, part-
span and full-span cells have been identified and it might be 
thought that this classification would perhaps explain the dif­
ferences observed here. Extensive testing in the CI06 and the 
Deverson compressor has, however, shown that in all cases 
the first sign of real disruption of the flow field always occurs 
near the outer casing. In some instances the disturbance spreads 
to the hub more quickly than in others but in general it may 
be said that all the stall cells examined here start out as part-
span and then become full-span. Some additional information 
on this topic is given in a discussion by the author to the paper 
by McDougall et al. (1990). (It is also interesting to note that 
in the four-stage compressor the stall cell always originates 
near the tips of the first rotor.) 

At the present time it is not possible to say which physical 
features of the compressor are most important in terms of 
deciding which stall inception scenario will apply. Tip clearance 
has been found to play an important part, but this is the only 
parameter that has been varied in any significant way so far 
and its influence is not clear. Tip clearance is known to affect 
conditions in the blade passages and therefore its primary effect 
on stall cell behavior may well be in this part of the flow field. 

Table 1 

Compressor 
Build 

Deverson (3.0%) 
Deverson (1.2%) 
Deverson (0.7%) 
C106 (1.2%) 
C106 (1.5%) 
Cranfield (4 stage) ' 
Rolls Royce (8 stage) 
MIT (build JP) 
MIT (build VG) 

Modal 
Speed (%) 

43 
-

44 
-

18 
-
-
-

35 

Cell Starting 
Speed (%•) 

43 
69 
65 
72 
70 
67 
66 
45 
35 

Cell Final 
Speed (%) 

36 
36 
38 
38 
40 
49 
48 
22 
38 

Some recent tip clearance experiments have produced conflict­
ing results and therefore the references to tip clearance in this 
paper should be treated as build labels rather than parametric 
details. 

By way of a summary, the stall inception details from the 
various compressors for which information is available have 
been tabulated in Table 1. 

It can be seen that in only the first and last cases, where the 
mode and the cell have equal speeds, does a relatively smooth 
transition take place from the modal perturbation stage right 
through to the fully developed stall cell. In all the remaining 
cases, whether modal perturbations are present or not, the stall 
cells always starts out going relatively fast and only then slow 
down. Further than this the data as a whole underline the 
complexity of the problem and highlight the importance of 
short length scale disturbances in the stalling process. 

Conclusions 
1 From the experimental results it would appear that modal 

oscillations and the formation of finite stall cells are separate, 
and physically different, events. A modal oscillation is a dis­
turbance of circumferential proportions superimposed on a 
fundamentally axisymmetric flow field. An emerging stall cell 
on the other hand is a localized disturbance that represents the 
start of the process by which the symmetry of the flow field 
is destroyed. 

2 The occurrence of modal oscillations and the formation 
of finite stall cells are not necessarily consecutive events. Both 
types of disturbance develop near the limit of the pressure rise 
characteristic, but either one might be the first to appear. 

3 If a finite stall cell is the first to appear in the compressor, 
the symmetry of the flow field is rapidly destroyed and modal 
oscillations do not develop. If a modal oscillation develops 
prior to the formation of a finite stall cell, the oscillation may 
influence the stalling process to a greater or lesser extent de­
pending on the size of the cell when it forms. 

4 It would appear that stall cell formation can be divided 
into two different patterns. In the one case the stall cell is 
restricted in circumferential extent, and the initial speed of 
rotation is high. In the second case the cell is larger in circum­
ferential extent, originates less abruptly, and rotates at a speed 
more like the final stall cell speed. (The separation of cells into 
categories of small or large is probably artificial, and a con­
tinuous spectrum of sizes is more than likely possible.) 

5 When cell formation occurs in an already established 
modal flow field, some measure of coupling between these two 
phenomena may occur. If the cell is initially of small length 
scale, its formation will not be affected by the larger length 
scale modal perturbation. In these circumstances the only in­
fluence of the modal waves is to provide a localized dip in the 
throughflow velocity where the stall cells are most likely to 
originate. When the stall cell formation is larger in circum­
ferential extent, the stall cell will appear in phase with the 
modal wave and will develop smoothly without an abrupt 
change in amplitude or speed. 
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6 The data seen so far suggest that it is the initial emer­
gence, and subsequent spreading, of a short length scale dis­
turbance that is the most commonly followed route into fully 
developed stall. 
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A P P E N D I X 

Table 2 Deverson single stage compressor: midheight blading param­
eters and other details 

Solidity 
Aspect Ratio 
Chord (mm) 
Stagger (deg.) 
Camber (deg.) 
No. of aerofoils 
No. of IGVs 
Axial Spacing (mm) 
Tip diameter (mm) 
Hub/Tip ratio 
Speed of Rot. (rpm) 
Reynolds Number 

Table 3 C106 four-stage 
and other details 

Solidity 
Aspect Ratio 
Chord (mm) 
Stagger (deg.) 
Camber (deg.) 
No. of aerofoils 
No. of IGVs 
Axial Spacing (mm) 
Tip diameter (mm) 
Hub/Tip ratio 
Speed of Rot. (rpm) 
Reynolds Number 

Rotor 

1.31 
1.37 

111.0 
47.9 
26.5 
51 

compressor: 

Rotor 

1.47 
1.75 
35.5 
44.2 
20.0 
58 

0 
50.0 
1524 
0.8 
500 

3.1xl05 

Stator 

0.95 
1.34 

114.0 
14.3 
42.9 
36 

midheight blading parameters 

60 
13.0 
508 
0.75 
3000 

1.7xl05 

Stator 

1.56 
1.75 
36.0 
23.2 
40.6 
60 
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A Study of Stall in a Low Hub-Tip 
Ratio Fan 
An investigation has been carried out in order to define the process of rotating stall 
inception in a low-speed, low hub-tip ratio fan. Based on elementary cascade anal­
ysis, the fan would be expected to stall from the root. However, considerable 
experimental evidence indicates that tip stall is more frequently incurred. Although 
the analysis has been undertaken for a specificfan, it is considered to be representative 
of a broad range of machines. The analysis has involved two primary considerations, 
first the effect of streamtube contraction, which has been studied theoretically, and 
second, real flow effects (those not contained in the theoretical model), which have 
been studied experimentally. The study of streamtube contraction indicates that the 
root rematches to a more stable operating point, thus alleviating some of the problems 
in that region. The experimental investigation was undertaken on an isolated rotor, 
with successive build modifications to increase the likelihood of rotating stall in­
ception at the root. It was apparent that real fluid effects tended to steepen the root 
pressure rise characteristic, thus enhancing the stability in that region. The per­
formance of the fan at the tip tended to be poor, providing a pressure characteristic 
with a lower negative gradient than anticipated, indicating less stability than simple 
flow models would suggest. Hot-wire flow mapping at the rotor exit supported the 
overall conclusion that the rotor showed a strong reluctance to stall at the root 
apparently due to "centrifuging" of the boundary layer toward the tip. 

Introduction 
The aerodynamic design of blading for low hub-tip ratio 

fans is complicated due to the different conditions occurring 
along the span and the downstream static pressures the various 
blade sections have to provide (the downstream static pressures 
being controlled by the performance of the various blade sec­
tions and radial equilibrium considerations). 

Stall is a widely used term associated with flows that are 
considered to be partially or completely separated. In the pres­
ent context, however, the term stall is used to describe the 
condition where the compressor flow regime changes from a 
nominally axisymmetric flow to one characterized by one 01 
more cells of reduced throughflow, which rotate in the direc­
tion of rotation but at about half rotor speed, i.e., the rotating 
stall condition. Rotating stall is an undesirable flow condition 
and research into its prediction and control has been pursued 
for over forty years (Cheshire, 1945; Dring et al., 1982; Free­
man, 1985; Moore and Greitzer, 1986; Greitzer and Moore, 
1986; Smith, 1974). 

Stability analysis of the compressor flow field, usually em­
ploying an actuator disk model of the blade rows, has made 
a strong contribution to the understanding of stall inception 
in a two-dimensional sense. Almost any reasonable physical 
model used in such a stability analysis is able to predict the 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Col­
ogne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 4, 1992. Paper No. 92-GT-85. Associate Technical 
Editor: L. S. Langston. 

growth of circumferential perturbations (i.e., rotating stall). 
The stability criterion employed is similar for all the models 
(i.e., the compressor will stall at or near the zero slope point 
of the pressure rise characteristic (Emmons et al., 1959; Fabri, 
1970; Dunham, 1965)), but this is of limited validity since a 
good proportion of compressors stall while still on the nega­
tively sloped part of their characteristic (Day et al., 1978; 
Fattner, 1990). It is probable that further improvements would 
require inclusion of modeling of radial and circumferential 
effects in considerable detail. This in turn would rely on a 
more thorough understanding of the stall inception process. 

Until recently, experimental knowledge of the inception 
process had largely been based on correlative studies of con­
ventional steady-state parameters such as the casing boundary 
layer thickness and the blade row static pressure rise (Koch, 
1981; Zika, 1985). While such studies have certainly increased 
the data available leading to a better general understanding of 
the factors affecting the process, they are inherently limited 
in their ability to describe the inception process in more detail. 
This is due in part to the fact that it is difficult to study the 
influence of any one factor in isolation. Concepts such as the 
blade stall/wall criterion (Greitzer et al., 1979) point to the 
important role that may be played by the different regions of 
the flow field. The development of transient experimental tech­
niques has also permitted the problem to be analyzed more 
closely. Recent investigations in a high hub-tip ratio stage 
(Jackson, 1987) have revealed that forward spillage of the tip 
clearance vortex can play an important role in the inception 
process. 
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Fig. 1(6) Spanwise velocity profiles at match conditions A, B, and C 
shown above 

Contraction at the tip : 
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pressure 
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Expansion at the root: 
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input 

Fig. 1(c) Streamtu.be contraction/expansion at tip and root 

The current paper is concerned with stall in a fan of low 
hub-tip ratio consisting of rotor and stator, although much 
of the study has been undertaken on the isolated rotor. Match­
ing of the various streamtubes through a fan is controlled by 
the downstream static pressure, which in turn is influenced by 
radial equilibrium. A common design feature of rotors is a 
uniform radial distribution of work. As a consequence the tip 
pressure rise characteristic tends to be steeper than those at 
the root. Therefore the root sections tend to suffer greater 
variation in local flow condition for a specified change in back 
pressure. As the mass flow is reduced, therefore, the blade 
root section tends to reach the peak of its characteristic well 
before the tip region (Fig. la). Operation at, or near, the peak 
of the total-to-static characteristic is linked, both experimen­
tally and theoretically, to stall inception. Therefore this simple 
model would suggest the fan would stall at the root before 
doing so at the tip. 

Existing experimental data of stall cell patterns in low hub-
tip ratio fans indicates that both part-span and full-span cells 
may occur. If stable part-span cells occur in isolated rotors, 
however, then they have generally been found to occur at the 
tip, although measurements on compressors (rotor and stator) 

(Giannissis et al., 1989; Wood et al., 1960) indicate that stable 
part-span cells at the root can in fact occur in some conditions. 
The general case, however, is that the stall inception occurs at 
the tip especially for isolated fan rotors. 

There is thus a discrepancy between the predicted radial 
location of stall inception and the experimental findings. It 
has been pointed out that consideration of streamtube con­
traction effects could significantly alter the situation by mod­
ifying the local characteristics from those obtained under 
assumptions of two-dimensional (cascade) flow. Blade bound­
ary layer migration is also known to occur in many compressors 
and in all probability would have some effect on the local 
characteristics. It also appears possible that a stall cell origi­
nating at the root could be rapidly centrifugal to the tip. 

In this study the effects of streamtube contraction have been 
evaluated and, in addition, measurements have been under­
taken on an isolated rotor. It is felt that these studies shed 
some light on the matter and are described in the following 
sections. 

Streamtube Contraction Effects 
To investigate the effects of streamtube contraction, an ex­

isting streamline curvature program was used. The program 
was of the type used for the analysis of multistage compressor 
flows in the gas turbine industry (Marsh, 1976). The results 
presented here are for an isolated rotor of free vortex design 
and hub-tip ratio of 0.4. The rotor geometry corresponds to 
that of a research fan used for casing treatment studies (Smith, 
1980). 

It is common to design an axial fan for a uniform axial 
velocity profile at its design point both upstream and down­
stream. As the mass flow is reduced, the velocity profile will 
generally skew, with a larger reduction in axial velocity toward 
the root than at the tip, Fig. 1(b). In the stage studied, this 
axial velocity skew was accompanied by diffusion of the root 
and acceleration of the tip streamtubes across the blade row 
(i.e., an axial velocity ratio, AVR, less than unity for the root 
and greater than unity for the tip), Fig. 1(c). There is an 
associated outward radial shift in the streamtube mean radius 
for both the hub and tip. The AVR of less than unity at the 
hub would normally result in an increased loss coefficient and 
deviation angle, both of which would tend to reduce the neg­
ative gradient of the pressure rise characteristic. This would 
be thought to increase the tendency for the root to stall. How­
ever, the outward radial shift in the streamtube mean radius 
also produces an increased work input (leading to an increased 
total-to-static pressure rise), tending to increase the level of 
this root pressure characteristic, making it steeper and more 
stable. A third factor is that the presence of diffusion will 
modify the delivery static pressure of the sections and thereby 
modify the radial matching. 

As already noted, the axial velocity skew was accompanied 
by a contraction of the tip streamtube across the blade row 
(i.e., an AVR greater than unity) and an outward shift in the 
streamtube mean radius. The greater than unity AVR at this 
tip section would result in a decreased loss coefficient and 
deviation angle, both of which would tend to increase the 
negative gradient of the characteristic, adding to the effect of 
the outward radial shift of the streamtube mean radius. It is 
therefore expected that streamtube contraction effects would 
tend to make the tip streamtube characteristic steeper and hence 
more stable. 

Nomenclature 
AVR = Axial Velocity Ratio (inlet/ 

_ outlet) 
Ca = mean axial velocity 

i = incidence 
P2 = downstream static pressure 

Poi = upstream total pressure 

Um = mean blade speed 
5 = deviation angle _ 
<b = flow coefficient = C„/Um 
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Streamtube contraction therefore appears to have influences 
at both the tip and root. To determine the net effect of the 
full streamline curvature, calculations have been compared 
with an analysis in which streamtube contraction has been 
suppressed. 

To achieve this the program was first run as a standard 
streamline curvature calculation for the complete compressor 
geometry. To simulate a simple axisymmetric analysis (i.e., no 
streamtube contraction effects) the compressor annulus was 
divided into five annular sections of equal spanwise extent 
(i.e., 20 percent span) in which two-dimensional flow was 
assumed. The performance of each of these sections was then 
separately determined with the matched operating points of 
the individual sections obtained from radial equilibrium con­
ditions. A comparison of these results is shown in Fig. 2. 

The most significant streamline curvature effect is that the 
skew in axial velocity (the axial velocity profile from root to 
tip) has been considerably reduced compared with the two-
dimensional analysis, i.e., for the same total-to-static pressure 
rise of the tip streamtube (overall fan total-to-static pressure 
rise) the effect of streamtube contraction has been to rematch 
the operating point of the root streamtube to a significantly 
higher value of local axial velocity. Streamtube contraction 

would therefore seem to reduce the tendency of the root stream-
tube to stall by matching the root further from stall. It was 
argued earlier in this section that streamtube contraction will 
tend to increase the negative slope (and the stability) of the 
tip characteristic by increasing the local AVR. Careful ex­
amination of data used to prepare Fig. 2 showed this to be the 
case. It would therefore appear that streamtube contraction 
tends to enhance the stability of both root and tip streamtubes 
(at least this is the conclusion from this very simple measure 
of stability). 

Experimental Studies 
Test Rig and Instrumentation. The experimental studies 

were carried out on an isolated rotor of free vortex design 
(Azimian et al., 1990). The hub-tip ratio was 0.5 with a casing 
diameter of 508 mm. The rotor had 27 blades of aspect ratio 
2.66. The rotor was operated at 1500 rpm with a blade Reynolds 
number of 1.25 x 105 at the tip radius. The measurements 
presented here were taken in the downstream traverse plane, 
located at 45 percent of an axial chord downstream of the 
trailing edge. It should be noted that the rotor was not that 
used for the theoretical study. This was by way of convenience 
and the authors do not feel that it significantly influences their 
finding. 

A three-hole cylindrical yawmeter was used to obtain con­
ventional traverse data. In order to obtain greater detail of the 
flow structure in the blade-to-blade plane, hot-wire anemom-
etry was employed. A single sensor, dual orientation hot-wire 
technique was used. 

An array of up to four hot-wire probes was used to detect 
disturbances during the inception transient. The hot-wire sen­
sors were tangentially oriented, which allowed them to measure 
the axial velocity component to a good approximation. The 
data acquisition system for the hot-wire measurements was 
based on a microcomputer. In order to meet the requirement 
for high sampling speeds and high data volume, the sampling 
routines were written in machine code. A continuous recording 
routine was used for data capture during the inception tran­
sient. 

Experimental Study of Five Rotor Builds. From initial tests 
on the isolated rotor, it appeared that the first disturbance in 
the stall inception process took place at the tip. The initial 
(nominal) build, tip clearance 3.2 mm, was modified in four 
different ways (Fig. 3) in an attempt to cause the first dis­
turbance to occur at the root. 

(i) The tip clearance was first reduced to 0.7 mm to im­
prove the tip performance (reduced tip clearance). This 
clearance was then maintained for subsequent tests. 

(if) The hub boundary layer thickness was increased by 
using a slotted fence to increase the incidence at the 
root (thick hub boundary layer). 

(Hi) Blade suction surface spoilers were fitted to the root 
to degrade the root performance (root spoiler). 

(iv) A blade fence was used at midspan to impede radial 
migration of boundary layer material, which possibly 
aided root performance (blade fence). 

The measured overall characteristics are compared in Fig. 
4. It is clear that the root spoiler significantly reduces the ability 
of the rotor to generate pressure rise by, presumably, pre­
maturely separating the flow on the root section blade profile 
introducing a source of low momentum fluid. Both the large 
tip clearance and thick hub boundary layer have much the 
same influence, while the blade fence has a much smaller effect 
on rotor performance. No great importance has been attached 
to the different flow rates noted at stall because the coefficient 
used reflects the average axial velocity involved, which will be 
significantly influenced by the different blockages and velocity 
profiles introduced by the different build modifications. 
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The measured local characteristics at different spanwise po­
sitions are presented in Figs. 5-8. The local characteristics 
predicted by the streamline curvature method were used as a 
common reference. It will be noted that the predicted char­
acteristics were most similar to the test characteristics for the 
reduced tip clearance build, Fig. 5, since this was closest to 
the ideal situation assumed for the calculation method. The 
pressure rise characteristics of the tip streamtubes generally 
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tended to stall in all the builds. The root streamtubes were 
either of similar slope to the predicted characteristics or steeper. 
The tendency of the tip streamtube pressure characteristic to 
stall can at least partly be associated with the effects of tip 
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clearance, which degrades the rotor performance in the tip 
region. 

Traverse results, Figs. 9-12, indicate a peak in deviation 
angle for all builds some distance from the hub with a rapid 
reduction close to the hub (overturning due to the rotating 
surface). Only one build, Fig. 11, showed a small upturn at 
the measurement point closest to the hub. At the tip section 
a region of large deviation (underturning) will be noted for all 
builds, which most probably arises from the stationary outer 
casing and tip clearance effects. Each build indicates that in 
the midheight region the deviation is significantly influenced 
by incidence (flow rate). It is also noticeable that the change 
is much smaller in the hub boundary layer region. It is also 
apparent from these figures that the enlarged hub boundary 
layer and root spoiler configurations modify the local incidence 
and deviations quite significantly. The blade fence, however, 
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Fig. 10(6) Thick hub boundary layer: distribution of deviation angle 

does not appear to influence the hub and tip conditions sig­
nificantly but disturbs the flow in the midheight region, in­
creasing the deviation inboard of the fence and reducing it 
outboard of the fence. This suggests that radial migration 
occurs, increasing the boundary layer thickness inboard and 
decreasing it outboard of the fence. The effect, however, is 
only a local redistribution and to influence the hub and tip 
flows would appear to require blade fences closer to these 
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regions. Figure 4 indicates that the blade fence suffers pre­
mature stall. Close study of the data used to prepare Figs. 5 
and 8 indicates that this is largely a tip stall problem in the 
blade fence build, which is difficult to explain with the pro­
ceeding argument. 

The presence of centrifuging of the blade boundary layer to 
some modest fraction of blade height was supported by the 
axial velocity contours obtained by hot-wire anemometry at 
the rotor exit, Figs. 13 and 14. The axial velocity contours 
indicated that blade boundary layer material had apparently 
undergone a radial displacement, with visible "necking" at 
the blade root in some cases. To balance this there was move­
ment of the core flow as it moved inward to occupy the region 
vacated by the blade boundary layer shift. It appears highly 
worthwhile advancing these ideas in association with those on 
mixing (Adkins and Smith, 1982; Gallimore and Cumpsty, 
1987; Wisler et al., 1987) but this must remain a subject for 
the future. The evidence of migration suggests that the tend­
ency to greater stability at the root could be explained by the 
presence of "centrifuging," the outward radial movement of 
boundary layer material along the blade surface. This would 
improve the effective blade profile at the root and thus make 
the pressure characteristic steeper by reducing deviation (and 
increasing turning). 

It is noticeable that in the root spoiler build, heavily sepa­
rated flow was observed at 25 percent span (Fig. 11), with a 
deviation angle locally exceeding 35 deg, yet the fan continued 
to operate stably. This demonstrates that heavily separated 
flow does not appear necessarily to trigger rotating stall. 
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Fig. 13 Axial velocity contours downstream of the rotor with the thick 
boundary layer and inlet flow coefficient of 0.608 

. The time records of axial velocity recorded during the in­
ception process by the hot-wire array showed a large degree 
of variation, for tests on the same build. This points to the 
difficulties in the development of high reliability methods of 
detecting stall precursors for active control of rotating stall. 
Some high hub-tip ratio builds have shown good levels of 
repeatability (Day, 1992) but in the studies described here this 
did not prove possible. 

Even with these difficulties, stall, inception was clearly first 
detected at the tip in all cases despite the gross build modifi-
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Fig. 14 Axial velocity contours downstream of the rotor with the root 
spoiler and inlet flow coefficient of 0.583 

cations introduced to increase the likelihood of root stall. This 
seems to indicate that stall inception was dominated by events 
in the tip region and that the root shows a marked reluctance 
to stall. 

Frequency analysis of the axial velocity signal at different 
radial locations was used to investigate the possible existence 
of weak precursors in the prestall flow field at stations other 
than the tip; however, no such precursors could be clearly 
identified. These measurements did, however, show that over­
all unsteadiness levels increased at midspan and tip positions 
as the flow coefficient was reduced. The unsteadiness at the 
root, however, did not significantly increase, which again points 
to the reluctance of the root region to generate unsteadiness. 

Conclusion 
While streamtube contraction considerably modifies ele­

mentary ideas about stall inception in low hub-tip ratio ma­
chines, real fluid effects (those not accommodated in our model) 
appear to play an even more important role in the relative 
stability of the root and tip regions. There is therefore a need 
for a clearer knowledge of the actual events taking place before 
and during stall inception before attempting to develop more 
reliable prediction models, empirical or numerical. 

The evidence from the present study suggests that the root 
has a very strong tendency to remain stable and that this is 
largely due to centrifuging of the boundary layer flows and 
reduction of axial velocity skew caused by streamtube con­
traction. It was seen that the root resists stall even if gross 
build changes were introduced to induce root separation. The 
performance of the root behaves contrary to expectations based 
on two-dimensional cascade concepts. The tip shows a much 
larger propensity to stall although it appears that events in the 
tip region are influenced by flow conditions at other radial 
stations. 

Not unnaturally, the study described above raises questions 
about the range of validity of any conclusions to machines of 
different hub-to-tip ratio and to higher speed machines. While 
it appears to the authors that the phenomena described are 
relatively independent of hub-to-tip ratio, the extent to which 
they can be observed will be significantly influenced. The gen­
erality of the observations to high-speed machines also appears 
to be reasonable, although the presence of shocks and a more 
compressible flow field would be expected to modify the sit­
uation. This leads to an observation about the lack of good 
quality high-speed data on stall and stall inception (rotor, single 
stages, and compressors) from which such conclusions could 
possibly be reached. 

Previous paragraphs have indicated that the rotor is more 
tolerant to root flows than might have been anticipated from 
simple concepts. Perhaps it is worth noting that this tends to 
focus interest on the tip flow, which suffers boundary layer 

flows centrifuged up the blade and tip leakage flows. It is also 
noteworthy that the static pressure at rotor outlet is highest at 
the tip due to the radial static pressure gradient caused by 
swirl. This implies yet more difficulty for the tip section, which, 
as noted, stalls more readily. Several authors have indicated, 
however, that the tip flow can be improved using various 
treatments (Smith, 1980; Azimian et al., 1990). It should per­
haps also be noted that the cantilevered stator suffers tip clear­
ance in the hub region, generally a greater static pressure rise 
than that in the outer casing region (due again to the radial 
static pressure gradient existing upstream and downstream of 
the stator) and is often noted to stall. It therefore appears to 
the authors that studies of stator performance should be un­
dertaken along with the study of stages (rotor and stator com­
bined). In both cases a greater propensity to stall in the region 
of the hub might well be anticipated. 
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. D I S C U S S I O N — : : 

N. A. Cumpsty1 

Most of the papers on stall have been directed at machines 
with high hub-tip ratio and it is welcome to see a paper that 
considers the much more difficult topic of stall for low hub-
tip ratio compressors. With a high hub-tip ratio there are many 
aspects of stalling behavior that are not understood; this is 
even more true for machines such as those that are the basis 
of this paper. Soundranayagam and Elder have tried to explain 
the observed tendency of low hub-tip ratio compressors to 
stall when conditions at the tip deteriorate. To this end they 
have used an axisymmetric calculation method to examine the 
radial redistribution of flow. They conclude that the radial 
redistribution, referred to here as streamtube contraction, tends 
to increase the stability of the flow near both the hub and tip. 
I believe that their conclusions relating to the flow at the hub 
are entirely wrong and contrary to experimental evidence, while 
those for the tip are misleading. 

When the flow through a rotor is reduced below its design 
value, a powerful effect is the drop in axial velocity across the 
rotor root. This may be thought of as a fundamental trend in 
the way in which rotors respond. It arises from the more rapid 
increase in work input near the tip than near the hub as the 
flow rate is reduced, together with the constraints of radial 
equilibrium, and can be seen using even elementary arguments. 
Lower axial velocity near the hub than the casing necessarily 
leads to a radial shift in the streamsurfaces, and to a contraction 
in the streamsurfaces near the casing. Because of the axial 
velocity drop between inlet and outlet across the rotor near 
the hub, a marked rise in flow blockage or even flow separation 
can occur there. The large amount of blockage associated with 
any separation will lead to an additional increase in the radial 
outward shift of the streamsurfaces. 

The rotor geometry used by the authors for the meridional 
calculations in this paper was tested by Smith (1980) in the 
White Laboratory. (Much of the information in this PhD thesis 
is given in the more accessible paper by Smith and Cumpsty 
1984.) Smith measured a time-mean reversed flow near the 
hub (an axial velocity moving in the upstream direction) while 
the rotor was still operating in a stable manner in its unstalled 
mode. It is not that some relief occurred to make the hub 
stable, as Soundranayagam and Elder conclude, but that com­
plete flow separation and reversal there do not lead to insta­
bility of the entire flow or a transition to rotating stall. The 
rotor tested by Smith was very definitely one that stalled fol­
lowing flow deterioration at the tip, because casing treatment 
proved highly effective in extending the operating range. 

Some of the confusion is undoubtedly caused by terminol­
ogy, since the word "stall" has so many uses and meanings. 
Many blades have some separated flow near the root, partic­
ularly at flow rates below the design value; although this is 
generally undesirable, it is not necessarily serious, and when 
it occurs it does not seem appropriate to refer to the blade row 
as stalled. In some cases, such as that described by Smith and 
Cumpsty, the extent of separation at the root can be substan­
tial, yet the rotor operates on an unstalled characteristic. It 
seems to be desirable to avoid terms like root stall, since the 
effect of this is so very different from stall in the sense of the 
change in operation of the rotor from unstalled flow to fully 
developed rotating stall. In any event, whenever the word stall 
is to be used it is essential to make clear what is meant. The 
word "stable" also needs to be used with caution: It is not 
legitimate in the present context to talk, for example, about 
the flow at a blade root being stable. It is the entire flow field 
that is stable or unstable. The question should rather be whether 
the flow near the root is such that the entire flow is stable 

Whittle Laboratory, Cambridge University, Cambridge, United Kingdom. 

when axisymmetric, or whether the axisymmetric flow is un­
stable with the root flow in this condition so that flow will 
alter to an asymmetric one in rotating stall. The flow in the 
rotor tested by Smith was clearly stable when the flow near 
the hub was severely separated and the flow did not become 
unstable until conditions near the tip deteriorated. 

The first paragraph of Soundranayagam and Elder's con­
clusions seems to me to be accurate. The second paragraph, 
however, seems wrong for the following reasons: 

1 There is absolutely no evidence that the rotor root has 
a tendency "to remain stable." The rotor used by the authors 
for their calculation showed extensive separation and flow 
reversal near the hub prior to collapse of the whole flow into 
rotating stall. It would be more appropriate to say that flow 
separation in the root does not lead to instability of the entire 
rotor flow. 

2 The rotor root does not behave contrary to expectations 
based on two-dimensional cascade concepts, although it would 
be unwise to apply these concepts without recognizing the 
important three-dimensional effects involved. 

3 The tip does not show a larger propensity to stall. What 
it does show is a controlling influence over the stability of the 
entire flow. In other words it is with a change in the flow at 
the tip that the overall flow then exhibits a rapid evolution 
into what is commonly called rotating stall. 
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The authors rightly point to an effect that should move a 
root section toward flow separation—the drop in local axial 
velocity across the blade row. They suggest that the root be­
haves "contrary to expectations based on two-dimensional 
blade concepts," possibly due to centrifuging of the boundary 
layer. 

But there is another effect that may invalidate the use of 
cascade data in the prediction of root performance—the dif­
ferent secondary flow in the two cases. In the cascade test the 
entry flow is co-lateral and the wall boundary layer is swept 
into the corner between the wall and the suction surface of the 
blade, causing a substantial area of separation. In the com­
pressor test the (relative) annulus wall boundary layer is skewed 
at entry to the rotor root. The streamwise vorticity associated 
with this entry skew is opposite to that generated in the passage 
and smaller areas of corner separation may be anticipated (an 
effect originally observed by Moore and Richardson at M.I.T.). 
We may however note that if the wall boundary layer grows 
over an infinitely long rotating hub, then the flow at entry to 
the rotor root is indeed colateral and the cascade tests will be 
more representative of compressor performance, as long as 
the axial velocity ratio is matched. 

In the experiments by Wood et al. to which the authors 
refer, a "rough" rotating stall was observed near the hub of 
the compressor, but it was on the stator root section. The rotor 
tip was the first to stall, in a part-span mode. 

Authors' Closure 
The reduction in axial velocity at the rotor blade root de­

scribed by Professor Cumpsty is presumably that due to the 
spanwise rematching of the rotor to satisfy downstream radial 
equilibrium conditions and he is quite correct in stating that 
these are independent of viscous effects. The calculations pre-

2Whittle Laboratory, Madingley Road, Cambridge, CB3 ODY, United King­
dom. 
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Pressure Fluctuation on Casing 
Wall of Isolated Axial Compressor 
Rotors at Low Flow Rate 
The pressure fluctuations on the casing wall of two axial flow compressor rotors 
with various tip clearances have been analyzed by the use of two kinds of correlation 
functions. The behavior of the pressure fluctuation varies depending on tip clearance 
and blade solidity. In the case of small tip clearance, the nature of disturbances 
becomes random as the flow rate is reduced to a stall condition. For moderate tip 
clearance, coherent-structured disturbances appear intermittently at low flow rate. 
They appear more frequently as the solidity is increased and the flow rate becomes 
lower. For large tip clearance, the coherent structured disturbances exist even at 
considerably higher flow rates. Corresponding to these features, there are peculiar 
patterns in the correlation designated as "phase-locked correlation functions. " 

Introduction 
In axial flow compressors, the investigation of aerodynamic 

instabilities is currently highlighted. Some matters of primary 
concern are the fluid mechanic processes of rotating stall in­
ception and finding a forewarning phenomenon of stall. If an 
occurrence of stall is foreseeable by a real-time indicator, it is 
possible to set a compressor operating point with a small surge 
margin so that it operates under a high loading condition by 
means of a preview control technique. It would also be possible 
to extend the operating range by suppressing the instabilities 
through the use of an active control technique (Epstein et al., 
1989; Day, 1993b; Paduano et al., 1993). These techniques are 
available for increasing pressure ratio per stage to reduce the 
total number of compressor stages. 

Detailed experimental work has been done with improved 
measuring and analytical methods to elucidate the complex 
flow phenomena triggering to rotating stall. Reported so far 
are the existence of disturbances with different wavelengths 
rotating at speeds slightly lower than the rotor speed (Ma-
thioudakis and Breugelmans, 1985), the occurrence of small 
stall cells traveling initially at near rotor speed and decelerating 
rapidly with growth in cell size (Jackson, 1987), the presence 
of a modal prestall wave propagating at a speed close to the 
fully developed stall cell speed (McDougall et al., 1990; Gamier 
et al., 1991), and the coexistence of the formation of finite 
stall cells and the propagating prestall wave (Day, 1993a). 

From a more practical point of view, the authors examined 
the statistical characteristics of pressure fluctuation on the 
casing wall of two compressor rotors with various tip clear­
ances, and tried to find a forewarning phenomenon of rotating 
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Cologne, Germany, June 1-4, 1992. Manuscript received by the International 
Gas Turbine Institute January 28, 1992. Paper No. 92-GT-33. Associate Tech­
nical Editor: L. S. Langston. 

stall (Inoue et al., 1991). The pseudo-space correlation maps 
of pressure fluctuation were drawn in the relative reference 
frame fixed to the rotating blades by means of the phase-locked 
multisampling data acquisition technique. According to these 
phase-locked patterns, it was found that the periodicity in the 
fluctuation with blade spacing collapsed noticeably from the 
maximum pressure-rise point to the stall-onset point on the 
overall performance characteristics. To represent the period­
icity of pressure fluctuation, a practical detection parameter 
was proposed that was easily obtained during operation of a 
compressor. 

However, the detection parameter requires data acquisition 
over 200 or more rotor revolutions, which results in deterio­
ration of sensitivity in case of a rapid change in flow conditions. 
It gives no information on the instantaneous nature of the 
disturbance because it is a kind of statistical value. 

The purpose of this study is to examine closely the nature 
of the disturbance prior to the stall in the previous study (Inoue 
et al., 1991). 

Experimental Facility 
A schematic view of the rotating cascade facility in Kyushu 

University is shown in Fig. 1. An inlet chamber (1500 mm x 
1500 mm x 150 mm) with honeycombs and filters is installed 
on the upstream end of the test section. The downstream end 
is connected to an outlet chamber (1800 mm X 1500 mm x 
2350 mm) followed by a nozzle flow meter, a cone diffuser, 
and an auxiliary fan. Both chambers are available to avoid a 
surge condition and to examine the flow behavior at stall in­
ception. The test section consists of a fixed outer casing, a 
fixed journal box, and changeable assembly including a rotor, 
a stator, an inlet nozzle, an inner casing, and a hub section to 
provide for various cascade geometries. 

Two rotors tested in this study are the same as in the previous 
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Fig. 1 Low-speed rotating cascade facility 

paper (Inoue et al., 1991). The tip diameter, hub/tip, ratio 
and tip chord length of the blade are 449 mm, 0.6, and 117.5 
mm, respectively, for both rotors. Rotor A has low loading 
with low solidity of 1.25 at midspan and rotor B has high 
loading with high solidity of 1.67. For each rotor, the tip 
clearance was varied from T = 0.5 mm to r = 5.0 mm by 
changing the inner casing. Details of the geometry and blading 
are given by Inoue and Kuroumaru (1989). 

Two high-response pressure sensors (Kulite XCQ-080-1G) 
were mounted on the casing wall to cover the measuring points 
(IZ, IX) in Fig. 2 by changing the axial location and a phase-
locked acquisition technique. Another set of pressure sensors 
is installed with an interval of 36 deg in the circumferential 
direction. The interval of 36 deg does not coincide with mul­
tiples of blade spacing for either rotor. An estimated error in 
the pressure measurement is less than 2 percent of the dynamic 
pressure corresponding to the rotor tip speed. 

Technical Approach 
Figure 3 shows typical time traces of the pressure transducer 

outputs under various operating conditions. Near the design 
point the casing wall pressure changes regularly in the shape 
of saw-tooth corresponding to the blade passing. Near a stall 
condition small disturbances appear on the saw-toothed wave, 
and increase in size as the flow rate is reduced. They remain 

(a) rotor A 

(b) rotor B 

Fig. 2 Measuring point in the relative frame (the circumferential and 
axial location of each point is identified by the numbers /Xand IZ) 

(a) design point 

(b) just before stall inception 
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Fig. 3 Typical time traces of pressure for various flow conditions (rotor 
A, T = 0.5 mm) 

in the developing stall cell, but disappear outside the stall cell 
once the stall cell is fully developed. In this paper (and in the 
previous paper, Inoue et al., 1991), the focus is placed on this 
type of disturbance. It is in contrast with the approach of MIT 
and Cambridge University groups who focus on the disturb-

Nomenclature 

BFM = blade fluctuation moment 
(Eq. (4)) 

BPV = blade pressure variance (Eq. 
(5)) 

Cp = wall pressure coefficient 
= (P - PoiV(pu)/2) 

Cp = pressure fluctuation coeffi­
cient = p' /(pu2,/2) 

f,g = pressure fluctuation compo­
nent 

IX = identification number of cir­
cumferential measuring point 
(Fig. 2) 

IZ = identification number of axial 
measuring point (Fig. 2) 

N = number of rotor revolution 
p = average pressure on casing 

wall 
p' = pressure fluctuation compo­

nent 
Poi = stagnation pressure at rotor 

inlet 
R = time correlation coefficient 

RP = phase-locked correlation 
coefficient 

Rs = two point cross-correlation 
coefficient 

5 = blade spacing 
T, t = time 

u, 
e,e 

p 
Of, 

ug -
T = 

* = 

rotor tip speed 
circumferential coordinate 
density of fluid 
standard deviation of/, g 
tip clearance 
flow rate coefficient (mean 
axial velocity divided by ut) 
total pressure rise coefficient 
(total pressure rise divided by 
P«?/2) 

Subscripts 
1 = autocorrelation 
2 = cross correlation 
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Fig. 4 Time traces of pressure fluctuation excluding blade passing 
wave (rotor A, T = 0.5 mm) 

(4=0.455 

(a) design point 

> =0.355 

(b) near stall 

Fig. 5 Phase-locked patterns of pseudospatial correlation at design 
point and near stall (rotor B, T = 2.0 mm) (Inoue et al., 1991) 

ances of a wavelength much larger than the blade spacing. In 
an investigation on the longer waves, the blade passing fre­
quency waves are eliminated by a measurement upstream of 
the rotor or through a low pass filter. In this approach, how­
ever, the blade passing waves are eliminated by subtracting the 
phase-locked and averaging values from the instantaneous sig­
nals. Figure 4 is an example of the time trace of a disturbance 
excluding the blade passing waves. 

In the previous paper, the statistical characteristics of the 
disturbance were clarified 'by the phase-locked patterns of 
standard deviation (pressure fluctuation), skewness, and pseu­
dospatial correlation in the reference frame relative to the 
rotating blades. An interesting feature was found in the pseu­
dospatial correlation maps: Under the normal flow condition 
the phase-locked pattern is periodic with blade spacing, but 
the periodicity collapses near the stall inception, as shown in 
Fig. 5. The periodic nature can easily be observed with a single 
pressure transducer by the cross-correlation coefficient Rs of 
pressure fluctuation between two points one blade spacing 
apart in the relative reference frame. The variations of Rs with 
flow rate are summarized in Fig. 6 together with the perform­
ance curve, on which the hysteretic stall characteristics are 
indicated by dotted vertical lines: The left-hand lines corre­
spond to the stall points with the throttle closed and the right-
hand lines the stall-recovery points with the throttle opened. 
The correlation Rs decreases rapidly from the maximum pres­
sure-rise point to the stall point except for the rotors with high 
solidity and extremely large tip clearance. For the cases with 
large tip clearance, the correlation Rs yields large negative 
values to suggest the existence of coherent structure in the 
disturbances, which is also shown in the phase-locked spatial 
correlation map (Fig. 5). 

There are many unknown behaviors in disturbances of this 
type. The pseudospatial correlations were examined only over 
three blade flow passages for various tip clearances. Is there 
any correlation in the whole annulus? Is so, is there any relation 
to a long wave mode? Does the coherent disturbance actually 
exist? Does it propagate in the circumferential direction? How 
does the nature of the disturbance vary with tip clearance? In 
the phase-locked data acquisition, the intervals of data sam­
pling are too large in comparison with the time scale of the 
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(a) rotor A (b) rotor B 

Fig. 6 Variations of two-point correlation function with flow rate 

disturbance, because the statistical value at each relative point 
is obtained by one data sampling per rotor revolution and 
averaging over 200 ~ 500 revolutions. What does the pseu­
dospatial correlation mean physically? Does it have any re­
lation to a time correlation of pressure fluctuations during one 
revolution of the rotor? 

A correlation function is widely used to examine the scale 
and propagating speed of flow disturbances. In this study, to 
answer the above questions, the casing wall pressure fluctua­
tion is analyzed by two kinds of correlation functions: One is 
similar to that in the previous paper (Inoue et al., 1991) and 
the other is a common time correlation. 

If / and g are the pressure fluctuations of two pressure 
sensors mounted on the casing at an interval of 6P in the cir­
cumferential direction, they are functions of time / and the 
circumferential coordinate 6. Here, 8 is measured in the relative 
reference frame of the rotor. A time-space correlation coef­
ficient is written by 

*(9, T) =X6,t)g(8-6p+Q,t+T)/af<jg (1) 
where oy and ag are the standard deviations of/ and g. 

o/=y/f*. <7« = V 7 
In the phase-locked multisampling data acquisition tech­

nique, Eq. (1) is obtained as follows: (1) 6 is fixed to a reference 
point 60; (2) 9 is changed with 9 = iAd where / is the number 
of the measuring point corresponding to ZX"in Fig. 2 and Ad 
is the distance between two measuring points; (3) a set of/„ 
and g„ (suffix n denotes the number of rotor revolutions) are 
acquired by increasing /' one by one during one rotor revolution; 
(4) then,/„g„ is averaged over N rotor revolutions (N = 200 
~ 500). That is, 

RP=R(iAd) = j - Yjfn^o)gn(e0-ep+iAd) \/ofos (2) 

Equation (1) is a spatial correlation if T = 0. In this tech­
nique, however, T varies with 9 = iAd since 9 = uT = iwAt 
(oi = angular velocity of rotor, A? = interval of data sampling). 
It was called the pseudospatial correlation coefficient on the 
assumption of frozen events during sampling time in Inoue et 
al. (1991). The phase-locked patterns in Fig. 5 are obtained 
by placing 6 = 6P and changing the axial location (IZ in Fig. 
2) of the pressure sensor of g. The correlation coefficient is 
unity at the reference point, which is denoted by an intersection 
point of extensions of two arrows on the upper and right line 
in Fig. 5. The two point cross-correlation coefficient Rs in Fig. 
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Fig. 7 Phase-locked autocorrelations for small tip clearance (rotor B, 
T = 0.5 mm) 
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(b) just before rotating stall (<<> = 0.326) 

Fig. 8 Phase-locked cross correlations for small tip clearance (rotor B, 
T = 0.5 mm) 

6 is obtained with a single pressure sensor by substituting g = 
f, dp = 0 and a fixed interval of iAd = s (s = blade spacing) 
into Eq. (2). The values of IX and IZ on the upper part of 
Fig. 6 denotes the location of reference point. 

In this study, Eq. (2) is examined over a rotor revolution 
(iAd = 0 ~ 27r). Itiscalled "phase-lockedcorrelation" because 
the sampling time during a rotor revolution is too long for 
calling it "pseudospatial correlation" on the assumption of 
frozen events. The phase-locked autocorrelation coefficient 
with g = /and 6P = 0 is denoted by RPt and the phase-locked 
cross-correlation coefficient with 8P = 36 deg by RP2. 

On the other hand, Eq. (1) is a time correlation in the ab­
solute frame of the casing. By means of the multisampling 
technique without phase-lock, it can be obtained by replacing 
t and T by JAt and iAt. 

R = R(iAt)=\±rJ]f(jAt)g(iAt +JAt) /afag (3) 
M 

i = i 

where M is the total sampling number acquired during several 
blade passing periods. The autocorrelation coefficient denoted 
by Ri is obtained with a single sensor by substituting g = f 
into Eq. (3). The cross-correlation coefficient denoted by R2 
is obtained with two sensors 36 deg apart from each other. 

These correlations are mainly investigated on the casing wall 
near the rotor leading edge (IZ = 10 or 12 in Fig. 2). 

Experimental Results and Discussion 

Rotors With Small Tip Clearance. Figures 7 and 8 show 
the typical phase-locked autocorrelation RPi and the phase-
locked cross correlations RP2 in the case of small tip clearance 
(T = 0.5 mm). The short vertical lines on the upper and lower 

257 

258 

259 

260 

AVE 

(a) the maximum pressure-rise point (4> = 0.371) 

Ri 
o /bnnT^'VA^wUv^VWvV 

i vw- rA^M/^ tV^^ 

W ^ V ^ A - v y v ^ H r - A ^ A ^ ^ ^ 

vVA^"VVv'-:i-AJM.A,'w»vM^Awv4A 

4-

515 

516 

517 

518 

AVE 

(b) just before rotating stall (<j> = 0.326) 

Fig. 9 Time autocorrelations for small tip clearance (rotor B, T = 0.5 

mm) 

frame line indicate the relative distance from a reference point 
(6 = 60) with multiple of blade spacing. The vertical dotted 
lines in Fig. 8 are multiples of distance between two sensors. 
As the distributions of RPi and RP2 at design point were 
essentially similar to those at the maximum pressure-rise point 
in the case of small tip clearance, the latter is compared with 
the correlation just before the stall inception in the figures. 
The data just before the rotating stall were obtained by a 
pretrigger data acquisition system by Inoue et al. (1991), in 
which a required number of the data samples before a trigger 
of stall inception are acquired in a microcomputer. The trigger 
pulse of stall inception is taken by setting a threshold level for 
the low pass filtered signal of a pressure sensor. 

The phase-locked correlation RPi and RP2 are periodic with 
blade spacing at the maximum pressure-rise point. This phe­
nomenon suggests that the time scale of dominant disturbances 
is the same order or considerably large in comparison with the 
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Fig. 10 Time cross correlations just before stall inception for small tip 
clearance 

time of one rotor revolution. As the fluctuation level is very 
low in the case of small tip clearance under the normal flow 
condition, this behavior of disturbances may be due to vari­
ations in tip clearance or fluctuations in inlet or outlet con­
ditions. 

The periodicity of RP\ and RP2 rapidly degenerates toward 
stall and nearly disappears just before stall inception due to 
the appearance of r andom disturbances with high amplitude. 
It is shown in Fig. 1(b) that the scale of the disturbance is less 
than half of the spacing. There is no evidence indicating the 
propagation of disturbance in the RP2 correlation (Fig. 8 ( 6 ) ) . 

Figures 9(a) and 9(b) show the variation of the autocor­
relation with the numbers of rotor revolutions. Figure 9(a) is 
at the maximum pressure-rise point, Fig. 9(b) is several rev­
olutions before the trigger of stall inception. In Fig. 9(b), the 
trigger pulse is taken at TV = 520 under the fixed thrott le 
condition. In each case, the average over 20 revolutions is 
shown on the lowest line. The intervals of vertical dotted lines 
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(a) the maximum pressure-rise point (<t> = 0.373) 
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(b) just before rotating stall (</> = 0.351) 

Fig. 11 Phase-locked autocorrelations for moderate tip clearance (rotor 
B, T = 2.0 mm) 
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Fig. 12 Phase-locked cross correlations for moderate tip clearance 
{rotor B, T = 2.0 mm) 

correspond to blade spacing. In the case of maximum pressure-
rise, T?! is periodic with blade spacing for most of the revo­
lutions. Just before rotating stall, there are a few cases where 
T?i is periodic, but over most of the rotat ion, the time corre­
lation is weak and random, which results in disappearance of 
correlation in the average case. N o essential difference was 
found in Ri between 500 and several revolutions before the 
stall inception (the figure is omitted). 

The cross correlation R2 of two sensors 36 deg apart from 
each other is also examined. Just before the stall inception, 
appreciable correlation was hardly seen over each revolution, 
and there was no correlation in the average of 20 revolutions 
as shown in Fig. 10(a). Figure 10(b) is only one case tested 
where a coherent structure appears in R2 for the small tip 
clearance. There are only two revolutions before the stall trig­
ger pulse. In this case, a stall inception cell smaller than the 
trigger threshold was observed in the low pass filtered signal 
of the pressure sensor. 

There seems to be no coherent disturbance before the stall 
inception in the case of small tip clearance. The stall inception 
cell appears without any forerunner and grows rapidly. If the 
periodicity of correlation with blade spacing disappears, it is 
likely that a small stall cell will appear. 

Rotor With Moderate Tip Clearance. In the case of mod­
erate tip clearance (7 = 2.0 mm) , the phase-locked correlations 
T?Pi and RP2 are periodic over the whole relative circumference 
at the design flow rate (figures are omitted). As the flow rate 
decreases, the periodicity of RP\ and RP2 degenerates and 
collapses at the maximum pressure rise point as shown in Figs. 
11(a) and 12(a). This behavior is similar to that just before 
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the stall inception in the small tip clearance. In the RP2 cor­
relation, however, a considerably higher value appears near a 
location of 2 on the abscissa. If the disturbance at the position 
of sensor/had moved with the blade, RP2 would become high 
at the location of 0 in Fig. 12(a). The high values at the location 
of 2 suggest the existence of disturbances rotating at 44 percent 
speed of the rotor speed in the circumferential direction. 

A clearer coherent structure of the disturbances is found in 
theRP[ correlation just before the stall inception (Fig. 11(b)). 
This structure makes the two point cross correlation Rs negative 
as shown in Fig. 6. The comparison of the RP\ and RP2 cor­
relation indicates that the disturbances rotate in the circum­
ferential direction at 46 percent of the rotor speed. 

This phenomenon can be observed in shorter time scale 
(order of a rotor revolution) by means of the time correlation 
R\ and R2. Figures 13(a) and 13(6) are the variation of the 
autocorrelation Rt with the rotor revolution at the maximum 
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Fig. 14 Time cross correlations just before stall inception for moderate 
tip clearance (rotor B, T = 2.0 mm) 

pressure-rise point and just before the stall inception. At the 
maximum pressure rise point, various types of the Rl corre­
lation are observed depending on the number of rotor revo­
lutions: periodic nature with blade spacing (N = 265), random 
nature of small disturbance (N = 264, 266), and coherent 
nature of larger scaled disturbance (N = 263). Averaging these 
distributions, the resultant correlation is similar to the phase-
locked autocorrelation in Fig. 11. Near the stall condition, the 
Ri correlation indicates the nature of larger scaled disturbances 
in comparison with the blade spacing for almost all revolutions. 
If the disturbance rotates in the circumferential direction, its 
speed is about a half of the rotor speed judging from the 
number of the peaks. As the interval of the Ri peaks differs 
a little depending on rotor revolution, the averaged correlation 
becomes weaker with the relative distance from the reference 
point, and is similar to the phase-locked autocorrelation in 
Fig. 12(6). 

Figure 14 is the variation of the cross correlation R2 just 
before the stall inception. The distributions are similar to those 
of the R\ correlation. In each revolution, the rotating speed 
of the disturbance cannot be estimated because it is difficult 
to find which peaks correspond to each other between R\ and 
R2. However, averaging the R2 correlation, the peaks of R2 
indicates the existence of dominant rotating speed, which co­
incides with the speed estimated by the phase-locked corre­
lations. At the maximum pressure-rise point, both the random 
mode in Fig. 10 and the coherent mode in Fig. 14 appear 
depending on rotor revolution (the figure is omitted). The 
averaged R2 correlation was similar to the phase-locked cross 
correlation in Fig. 12(6). 
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Fig. 15 Phase-locked autocorrelation for large tip clearance (rotor B, ^ 
= 5.0 mm) 

Rotor With Large Tip Clearance. In the case of the largest 
tip clearance, the performance deteriorates noticeably because 
the clearance is 4.3 percent of chord length and 5.1 percent of 
blade span. The measurements for these rotors were made not 
for practical purpose but for physical interest. At the design 
point, the periodicity with blade spacing is appreciable in the 
phase-locked correlation. But it collapses at flow rates con­
siderably higher than that for the maximum pressure-rise point. 
Instead, the large scaled disturbances appear in the RP\ cor­
relation as shown in Fig. 15(a). As a result, the two-point 
correlation Rs becomes negative at considerably high flow rate 
as shown in Fig. 6. The scale of disturbances changes little as 
the flow rate is reduced to the stall point value as shown in 
Fig. 15(b), and is 2 ~ 2.3 times the blade spacing. The time 
correlation R\ is similar to the phase-locked correlation RP\ 
for each revolution as shown in Fig. 16(a). The rotating speed 
of the disturbances is estimated to be 40 ~ 50 percent. This 
nature of the disturbances exists about 100 revolutions before 
the stall inception (the figure is omitted). However, the new 
type of disturbance appears about 20 revolutions before the 
stall. As shown in Fig. \6(b), it turns into a long wave mode 
length, which is of the order of the circumferential length of 
the annulus. 

Additional Discussions. The phase-locked patterns of the 
statistical characteristics of pressure fluctuation presumed the 
occurrence of intermittent local separation at the leading edge 
near the stall condition (Inoue et al., 1990, 1991). There is 
experimental evidence to support this presumption. In order 
to examine a fluctuating condition in each blade flow passage, 
the blade fluctuation moment (BFM) and the blade pressure 
variance (BPV) are defined as 

" (4) BFM=/;' (d-s/2)/(puts/2) 

BPV =(/>')/(pu,/if (5) 
wherep' is the pressure fluctuation component shown in Fig. 
4 and a bar indicates the average from suction side to pressure 
side in a blade flow passage at a fixed axial location. When 
the instantaneous circulation (proportional to lift force) is 
higher (or lower) than the average, the pressure is higher (or 
lower) on the pressure side and/or lower (or higher) on the 
suction side, then the BFM is positive (or negative). The BPV 
value is high in a blade flow passage with large disturbances. 
Figure 17 shows the variation of BFM and BPV just before 
the stall inception in the case of moderate tip clearance. Near 
stall, the flow passages with high negative BFM appear inter­
mittently due to the leading edge separation. It is found from 
Fig. 17 that BPV becomes high in the same flow passage with 
negative BFM. That is, the large disturbance is caused by the 
intermittent local separation of the blade. Occurrence of the 
local separation is quite irregular. The frequency of the oc-
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Fig. 16 Time autocorrelation for large tip clearance (rotor B, 7 
mm) 

5.0 

currence increases as stall inception is approached. A small 
stall cell develops abruptly from one of them. 

There seem to be two types of disturbances that collapse the 
periodic nature with blade spacing at low flow rate. One is a 
small scaled random disturbance, which appears mainly in the 
case of small tip clearance. Another is a larger scaled coherent-
structured disturbance appearing even at considerably higher 
flow rates in the case of large tip clearance. In the case of 
moderate tip clearance, both types of disturbances coexist. The 
frequency with which the coherent-structured disturbances ap­
pear increases as the tip clearance becomes large. It increases 
also as the solidity is increased. This is probably related to 
accumulation of low-energy fluid in the tip region. The low-
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Fig. 17 Variation of blade fluctuation moment and blade pressure var­
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energy fluid blocks the blade flow passages near the tip. The 
accumulation is severe for large tip clearances and low flow 
rates. A rotor with high blade solidity is likely to be blocked 
by the low energy fluid. It makes the casing wall boundary 
layer thick and tends to change the thickness along the cir­
cumference of casing wall (McDougall et al., 1990). Does the 
coherent-structured disturbance form in this condition? If so, 
the tip clearance may not be the only parameter. The inlet 
boundary layer thickness may be an important parameter as 
well. Blade loading distribution also affects this behavior be­
cause the intermittent local separation near the leading edge 
brings about the accumulation of low-energy fluid due to the 
centrifugal force. The effects of these parameters should be 
investigated in the future. 

The estimated rotating speed of the coherent-structured dis­
turbance was 40 to 50 percent of the rotor speed in this ex­
periment. On the other hand, the rotating speed of the stall 
cell was 64 to 68 percent in all the cases tested. 

An attempt was made to find a long prestall wave, which 
was found upstream of the rotor investigated by McDougall 
et al. (1990) and Gamier et al. (1991). In the present study, 
the signals from two pressure sensors 36 deg apart from each 
other were examined through a numerical low pass filter. In 
some cases for short time length, the disturbances rotating 
near 50 percent of rotor speed were appreciable. However, the 
low pass filtered signals were too noisy to obtain sufficient 
evidence of the wave. In the present stage, it is not clear that 
the coherent-structured disturbance in this experiment is di­
rectly related to the long prestall wave. However, it is probable 
that the coherent-structured disturbance affects the fluctuation 
upstream of the rotor. 

Conclusions 
The casing wall pressure fluctuation of two axial flow com­

pressor rotors with various tip clearance has been investigated. 
The regular saw-toothed pressure fluctuation due to blade pass­
ing is removed by subtracting the phase-locked ensemble av­
erage of pressure. The fluctuation component excluding the 
blade passing wave has been analyzed by the use of two kinds 
of correlation functions. One is the statistical function in the 
reference frame relative to rotating blades, and designated as 
"phase-locked correlation function," which is obtained by 

phase-locked multisampling data acquisition during several 
hundred revolutions of rotor. Another is a common time cor­
relation function which is obtained in each rotor revolution. 
The results are summarized as follows: 

1 A pattern of the phase-locked correlation function varies 
depending on flow rate, tip clearance, and solidity. This is 
closely related to the nature of the disturbances. 

2 There are two types of disturbance at low flow rate. One 
is of random disturbances appearing in the case of small tip 
clearance, and another is of coherent-structured disturbances 
appearing even at considerably higher flow rates in the case 
of large tip clearance. 

3 In the case of moderate tip clearance, both types of 
disturbances coexist at low flow rate. The frequency with which 
the coherent-structured disturbances appear increases as the 
tip clearance becomes large and the solidity is increased. 

4 For small and moderate tip clearances, the periodicity 
of the correlation function with blade spacing decreases no­
ticeably as the flow rate is reduced to the stall point value. 
This is due to the random disturbances with large amplitude 
produced by intermittent local separation at blade leading edge. 

5 The coherent-structured disturbances rotate in the cir­
cumferential direction. In this experiment, the rotating speed 
was 40 ~ 50 percent of the rotor speed, which was different 
from the rotating speed of the stall cell. 
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DISCUSSION 

Y. N. Chen1 

The authors show a very interesting measurement about the 
pressure fluctuations across the blade channel on the casing 
wall. They attribute the appearance of the.second peak of the 
pressure fluctuation within the blade channel as the second 
harmonic for the inception of the rotating shell. The respective 
pressure traces are given in Fig. 18. The second peak is shown 
in blade channel k. The discusser would interpret the phenom­
enon in channel k as a sharp negative pressure pulse, the de­
velopment of which can be followed from the previous channels 
a-j. This sharp negative pulse represents a sharp vortex sink 

'Sulzer Brothers Ltd., 8401 Winterthur, Switzerland. 
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Fig. 18 Time traces of pressure measured on the casing wall at design 
point (a) and just before stall inception (b) 

caused by the vortex-filament-natured reverse flow, as de­
scribed by Chen et al. (1989, 1992). Such a very sharp negative 
velocity pulse from special blade channel was also found by 
Day (1992) in the frontal region of the rotors as the initiating 
factor for the inception of the rotating stall. 
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Authors' Closure 

The authors thank Dr. Chen for his comment. After reading 
his comment, they re-examined all the time traces of the casing 
wall pressure that they have. The sharp negative pulse appears 
at random within the rotor blade passage (7Z>12 in Fig. 2) 
as well as upstream of the rotor leading edge (7Z=10). It 
appears more frequently at the intrarotor than upstream of it. 
The pulses appearing upstream have to show the existence of 
reverse flow. But as this phenomenon occurs irregularly and 
instantaneously, it seems to be improper to explain it by a 
steady flow consideration. Furthermore, any propagation of 
the pulse from one blade passage to another has not been 
observed so far. At the present, therefore, the authors believe 
this is due to stall vortex caused by intermittent separation at 
the blade leading edge. Most of the stall vortices flow down­
stream, but they are occasionally disgorged forward of the 
rotor leading edge. 
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The Role of Tip Clearance in 
High-Speed Fan Stall 
A numerical experiment has been carried out to define the near-stall casing endwall 
flow field of a high-speed fan rotor. The experiment used a simulation code incor­
porating a simple clearance model, whose calibration is presented. The results of 
the simulation show that the interaction of the tip leakage vortex and the in-passage 
shock plays a major role in determining the fan flow range. More specifically, the 
computations imply that it is the area increase of this vortex as it passes through 
the in-passage shock that is the source of the blockage associated with stall. In 
addition, for fans of this type, it is the clearance over the forward portion of the 
fan blade that controls the flow processes leading to stall. 

Introduction 
A characteristic feature of high-speed, high pressure ratio 

axial compressor rotors is the limited range of stable operation 
at design speed, often as little as 10 percent of the design flow. 
To use these high performance rotors to best advantage in an 
aeropropulsion system, it is thus desirable to develop methods 
for increasing this flow range. Understanding the underlying 
phenomena that control fan stall and stability is an important 
part of this problem. 

In the last decade, there has been considerable progress in 
understanding and modeling of stall and surge of axial flow 
compression systems. See, for example, the work of Moore 
(1984), Moore and Greitzer, Greitzer and Moore (1986). Ex­
isting stability models, however, take as input the pressure 
characteristic map of the compressor. None of the models 
advanced in the open literature describe the detailed flow phe­
nomena occurring within the blade row passage that give the 
characteristic its shape at stall. This is an important piece of 
the problem because it determines not only the base flow from 
which an instability evolves but also the nature of the insta­
bility. 

The objective of the present work is to identify, using nu­
merical simulation, the base flow from which an instability 
can develop in the tip region of a high-speed fan rotor, for it 
is well known that stall of modern fan rotors often originates 
in this region. Put another way, what is aimed at here is an 
answer to the fluid dynamic question of what are the dominant 
phenomena that are involved in the fan stall process? A prin­
cipal component of the answer to this will be shown to be the 
strong interaction between the tip leakage vortex and the in-
passage shock system. 

Background: Tip Clearance Flows and Effects on Com­
pressor Stability 

Many researchers have documented the importance of tip 
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clearance on the stability boundary of axial flow compressors. 
Smith (1970) showed that increasing the clearance between the 
tips of rotors and the casing of a low-speed compressor caused 
the point of stall inception to move to a higher flow rate. 
Similar results were reported by Moore (1982), Freeman (1985), 
and Wisler (1985) for high-speed machinery. The role of tip 
clearance is also brought out in the correlation of Koch (1981), 
and Schweitzer and Garberoglio (1983). 

An early attempt at examining the in-passage shock system 
at the tip of a transonic rotor was made by Miller and Bailey 
(1971), who measured the shroud pressure distribution over 
the tip of several rotors. We show these distributions to illus­
trate the general features of the problem that is addressed. 
Figure 1, taken from their report, shows two plots, at choke 
and near-stall condition. The location of the in-passage shocks, 
and the leakage vortex inferred from the contours, have been 
added by the authors. At choke flow the contours suggest that 
the shock system consists of a series of oblique waves, which 
propagate across the blade channel without noticeable distor­
tion. There is no clear evidence of a leakage vortex. At the 
near-stall point the contour plot shows the shock system is a 
single nearly normal wave standing in front of the entrance to 
the blade channel. The low-pressure trough that forms near 
the leading edge of the suction surface is the signature of the 
leakage vortex, which forms as a result of the encounter be­
tween the clearance flow and the flow entering the blade chan­
nel from upstream. Where the vortex intersects the in-passage 
shock, there is a local distortion of the contours, which implies 
a strong interaction between the shock and the vortex. 

Another perspective on the rotor endwall flow field is pro­
vided by the laser holograms of Nicholas and Freeman (1982). 
Figure 2, a photographic reproduction of one of their holo­
graphic images, shows the shape of the in-passage shock as 
well as the leakage vortex. Their report, like those noted pre­
viously, points to the importance of clearance in determining 
the stall limit. 

The studies cited show that tip clearance effects play a major 
role in setting the stall limit, but they do not draw any clear, 
causal connections between endwall flow structure and insta­
bility onset. A main reason for this is the inherent complexity 
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(a) Reading 102; near stall. 

(d) Reading 96; near choke. 

Fig. 1 Pressure contours of a high-speed rotor, from Miller and Bailey 
(1971) 

Fig 2 Photographic reproduction of a laser hologram of the tip flow 
field of a high-speed fan, from Nicholas and Freeman (1982) 

of the former. For example, features of the endwall region 
that can be significant are: clearance flow, associated leakage 
vortex and its behavior in an adverse pressure gradient, in­
coming casing boundary layer, and, for high-speed machines, 
passage shock system. The central point is that the behavior 
of interest is the resultant of an interaction among the various 
items and it is only in recent years that the capability to examine 
the interaction via numerical simulation has been developed. 

In this context, a useful resolution of at least part of the 
question was provided by Crook (1989) who executed a series 
of numerical simulations of the endwall flow in a low-speed 
machine. Crook examined the flow with and without casing 
treatment, although we only discuss the smooth wall situation 
here. In the simulation, the flow from the clearance was seen 
to evolve into a vortex, which grew in cross section as it en­
countered the adverse pressure gradient in the passage. The 
region of high loss at the rear of the passage was essentially 
the core of the vortex. The result, taken with the data reported 
by Miller and Bailey (1971) and Nicholas and Freeman (1982) 
suggests that similar phenomena arise as a result of the inter­
action between the leakage vortex and the in-passage shock 
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system. Later in this paper, we will present the results of several 
simulations that suggest that, under certain operating condi­
tions, the low-energy fluid generated by this interaction spills 
forward, raising the blockage in the forward portion of the 
blade passage and causing the flow system to become unstable. 

Flow spillage forward of the blade passage has been pre­
viously suggested as triggering the onset of stall (McDougall 
et al., 1990). The connection between spillage and stall inferred 
from the computations reported herein, however, is only that 
they occur as parts of the same process. Whether the spillage 
is a cause or a result of the stall onset is an aspect of the stall 
transient that is beyond the scope of this paper; the goal here 
is rather to elucidate those features of the (prestall) flow that 
can be directly linked to the breakdown of steady-state con­
ditions. 

The remaining portion of this paper is divided into three 
parts. The first presents an overview of the numerical solution 
procedure and a description of the clearance flow model. It 
also contains comparisons between simulations and measure­
ments, which serve to calibrate the simulation code. The second 
part focuses on the casing end-wall flow at a near stall con­
dition. The last part presents a series of simulations designed 
to substantiate the inferences drawn from the second section. 

Calibration of the Numerical Simulation Code 
The code used in the present study is based on a finite volume 

discretization of the Reynolds-averaged form of the Navier-
Stokes equations. The temporal integration procedure is a four-
stage Runge-Kutta scheme. The details of the simulation code, 
including a description of the artificial damping operator, the 
turbulence model, and the boundary conditions can be found 
from Adamczyk et al. (1989). The flow in the clearance gap 
was simulated using a model suggested by Kirtley et al. (1990). 
The flow is taken to be transported tangentially through the 
gap with no loss in mass, momentum, or energy. The effect 
of the vena contracta is accounted for by choosing the clearance 
to be smaller than the actual clearance. The model leads to 
the formation of a wall jet, which interacts with the oncoming 
flow in the passage. 

At the solid boundaries, the simulation code used wall func­
tions to estimate the wall shear stress when the value of y+ at 
the center of the first mesh cell away from the wall boundary 
exceeded 30. (y+ is the distance normal to a solid surface 
nondimensionalized by the square root of the ratio of the wall 
shear stress to the fluid density at the surface and the kinematic 
viscosity.) For values of y+ less than 30, the wall shear stress 
was evaluated from the gradient of the velocity vector at the 
wall. The eddy viscosity at the cell adjacent to the wall was 
estimated consistent with the procedure used to estimate the 
wall shear stress. 

The simulations were of the NASA Lewis Rotor 67, whose 
measured performance is reported by Strazisar et al. (1989). 
The rotor is a 1.56 aspect ratio transonic design with a tip 
relative Mach number of 1.38. The measured efficiency is over 
90 percent at design speed. 

The grid used in the simulations had 31 cells in the radial 
and circumferential directions. One hundred five cells were 
placed between the inlet and exit boundaries, of which 41 were 
along the blade chord line. The clearance gap was spanned by 
two cells in the radial direction. The grid in the clearance gap 
region above the rotor tip is constructed by simply extending 
the grid below the tip to the shroud while maintaining the 
tangential distance across the blade passage fixed to its value 
at the rotor tip. The number of grid points spanning the gap 
in the radial direction would be too few if one were interested 
in resolving the details of the flow entering and exiting the gap 
(see Crook, 1989, for a description of these regions). In the 
present study however, we are interested mainly in clearance 
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flow as it interacts with the primary stream out in the blade 
passage. Several studies have shown that reasonable estimates 
of this interaction can be obtained without a detailed descrip­
tion of the flow exiting the gap if one has a good estimate of 
the gap mass flow. This can be accomplished in a numerical 
simulation with as few as one grid cell spanning the radial 
direction if one accounts for the blockage introduced by the 
vena contracta. 

To show the ability of the simulation code to capture the 
correct trends, computed and measured adiabatic efficiency 
and pressure ratio at design speed are presented in Fig. 3. The 
abscissa for both curves is the ratio of the mass flow rate to 
the mass flow rate at choke. The exit total pressure is a mass-
averaged value normalized by the inlet mass-averaged value. 
Agreement between computation and experiment is good. Fur­
ther, the shape of the predicted efficiency curve is consistent 
with the reported curve, the predicted flow rate at peak effi­
ciency being nearly equal to the measured value. The only 
apparent discrepancies are a slight overestimate of the pressure 
rise near max flow and the underprediction of the efficiency. 

The predicted pressure level and the flow rate at stall also 
agree reasonably well with the measured values. Note that in 
the present paper, the stall point in the simulation is defined 
as the flow rate corresponding to the maximum pressure ratio 
for which the numerical simulation would converge (i.e., stall 
onset is taken as the flow rate below which the simulation will 
not converge). All attempts to find a steady solution for mass 
flows less than this value produced a transient response where 
the mass flow at the inlet steadily decreases as the solution 
was marched forward in iteration cycle, terminating in a re­
versed flow region at the inlet and divergence. 

Figure 4 shows the radial distribution of the computed and 
measured mass-averaged total pressure and total temperature 
profiles downstream of the rotor for peak efficiency and near-
stall operation. Again agreement between the simulation and 
the measured values is good, the only disagreement being a 
slight overprediction of the pressure at peak efficiency. How-
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Fig. 4 Comparison of predicted and measured axisymmetric-averaged 
and mass-averaged total pressure and total temperature profiles, tip 
clearance/tip chord = 0.25 percent 

ever, and this is the main point of Figs. 3 and 4 (as well as 
the more detailed comparisons in Figs. 5 and 6), the parametric 
dependence is well captured so that there is confidence in the 
use of the code for numerical experimentation. 

A third assessment of the simulation is given in Figs. 5 and 
6, which show intrablade Mach number distributions. The 
experimental results were estimated from LDV measurements 
of the velocity field. The plots are for 90 and 70 percent of 
span as measured from the hub. The contours from the sim­
ulation and those estimated from the measured velocity field 
are in good agreement, as is the location of the in-passage 
shock implied by the contours. The latter is important because 
the shock plays a key role in forcing the clearance flow through 
the gap. 

As stated, the results confirm the suitability of the simulation 
code for a qualitative study of the shroud end-wall flow. They 
indicate that the code is capable of predicting loading level, 
and shock position. Discrepancies between prediction and 
measurement are judged to be sufficiently minor so as not to 
affect the conclusions concerning physical mechanisms that 
are drawn from the simulations that follow. 

Prediction of Clearance Effects on Rotor Performance 
and Endwall Flow Structure 

Overall Behavior. A series of simulations of Rotor 67 were 
executed at clearance to tip chord ratios of zero, 0.25, 0.75, 
and 1.25 percent. These span the range found in modern high­
speed fans. For each clearance, pressure and efficiency maps 
were computed along a line of constant corrected speed. The 
speed lines include the point of stall onset, which (as stated) 
is defined to be the point of operation at which any increase 
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in the exit static pressure results in a steady decrease in the 
mass flow at the inlet as the solution iteration cycle count is 
advanced. (One might interpret this behavior as an indication 
that the pressure characteristic has reached its maximum so 
the slope of the characteristic is either zero or possibly dis­
continuous.) The endwall flow field will be analyzed near this 
point to define the flow field from which the instability evolves. 

The computed pressure rise and efficiency are shown in Fig. 
7 for the four clearances. Increasing the clearance from zero 
results in a decrease in rotor pressure rise capability and a 

reduction in operating range. On the other hand, the efficiency 
has a maximum at a nonzero clearance. Although no direct 
comparison is made, these trends are consistent with those 
reported in the experimental studies of Freeman (1985) and 
Wennerstrom (1984). 

Endwall Flow Field. In this section we will examine in some 
detail the results from simulations done at three different clear­
ances. The first is the nominal clearance of 0.25 percent of tip 
chord, which might be a tight clearance in a modern fan. This 
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SIMULATION EXPERIMENT 
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SIMULATION EXPERIMENT SIMULATION EXPERIMENT 

B) SEVENTY PERCENT SPAN FROM HUB 

Fig. 5 Comparison of predicted and measured intrabiade Mach number 
contours at 90 and 70 percent span at near peak efficiency, tip clearance/ 
tip chord = 0.25 percent (contour increments 0.05) 

B) SEVENTY PERCENT SPAN FROM HUB 

Fig. 6 Comparison of predicted and measured intrabiade Mach number 
contours at 90 and 70 percent span at near stall, tip clearance/tip chord 
= 0.25 percent (contour increments 0.05) 
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Fig. 8 Relative total and static pressure in the clearance region, tip 
clearance/tip chord = 0.25 percent 

Fig. 9 Illustration of the flow field in the tip clearance region at near 
stall by particle traces and contours of axial velocity at tip clearance/ 
tip chord = 0.25 percent: (A) particles released upstream of the leading 
edge and restricted to blade-to-blade surface adjacent to the casing; (B) 
particles released near the suction surface; and (C) contours of axial, 
velocity nondimensionalized by tip wheel speed (dashed contour de­
notes zero contour level) 

will show the effects that are to be expected from vortex-shock 
interaction in such a situation. A larger clearance, 1.25 percent 
of tip chord, will then be considered. Although the behavior 
is qualitatively the same, because of the larger clearance (and 
hence larger leakage vortex), this set of computations illustrates 
in a more evident manner, the influence of the shock vortex 

interaction. Finally we consider the situation with zero clear­
ance, which will be seen to be qualitatively different from either 
of the first two cases, because of the absence of the leakage 
vortex. 

Nominal Clearance (0.25 Percent Tip Chord) Flow 
Field. Figure 8 shows the relative total pressure and static 
pressure distributions on a surface of revolution at 99.85 per­
cent of span as a function of nondimensional axial tip chord 
and pitch. The clearance to tip chord ratio is 0.25 percent, and 
the operating conditions are peak efficiency, and near stall. 
The nondimensional pitch and axial tip chord each vary from 
zero to one with zero pitch corresponding to the pressure sur­
face and zero axial chord corresponding to the rotor inlet plane. 
The line plots in this figure as well as those in similar figures 
that follow are drawn at 3, 5, 10, 15, 20, 25, 40, 60, 75, 85, 
90, 95, and 97 percent of pitch. 

The structure of the in-passage shock system at the rotor 
tip can be seen from the pressure plots. At peak efficiency the 
shock structure is a lambda pattern with both legs originating 
from the pressure surface, while near stall the pattern is that 
of a strong oblique wave, which stands off of the leading edge. 

The leakage vortex can be tracked in the static pressure plots 
by the low-pressure depression that forms near the leading 
edge of the suction surface, but it is more evident in the relative 
total pressure plots. In the latter its signature appears as a low-
pressure trough originating near the leading edge of the suction 
surface. As the rotor is throttled toward stall the relative total 
pressure in the core of the vortex decreases and the trajectory 
of the vortex across the blade passage becomes more tangential. 

Slightly upstream of the impingement of the in-passage shock 
on the suction surface (i.e., near 0.70 axial tip chord at peak 
efficiency and 0.40 axial tip chord for the near-stall point), 
there is a second region of low relative total pressure created 
by the interaction of the shock with the suction surface bound­
ary layer and the fluid particles that have come through the 
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gap from the adjoining blade passage. At the near-stall point 
this total pressure fluid is transported upstream by the fluid 
exiting the gap and entrained in the leakage vortex near 0.40 
pitch and 0.25 axial tip chord. The total pressure in the core 
of the vortex is decreased by this process. This transport mech­
anism will be made evident by means of plots that show the 
path of fluid particles in the end-wall region. Upon encoun­
tering the shock, the size of the vortex cross section is increased, 
causing the low relative total pressure within the core to be 
spread laterally across the blade passage. 

Figure 9 shows the flow structures that control the flow field 
at the tip of a rotor at the near-stall operating condition. The 
upper portion of the figure shows an illustration that identifies 
these structures. The two key structures are the leakage vortex 
and the leakage flow from which it was formed, and the in-
passage shock. The blade geometry is also shown to give a 
perspective of the relationship between these structures and 
the geometry. The lower portion of the figure contains three 
plots in which the view is from the shroud looking in toward 
the hub. These plots quantify the structures identified in the 
illustration. The plot on the lower left shows, in the relative 
frame of reference, the paths of the fluid particles released 
upstream of the rotor inlet plane between the rotor tip and the 
shroud (99.85 percent of span) and restricted to an axisym-
metric surface of revolution at 99.85 percent of span. This 
surface is between the shroud and the rotor tip. The middle 
plot shows the paths, in the relative frame of reference, of 
fluid particles released between the rotor tip and the shroud 
(99.85 percent of span) above the suction surface. The plot on 
the right shows contour levels of the axial velocity as viewed 
in the relative frame of reference on an axisymmetric surface 
of revolution at 99.85 percent of span. The location of the in-
passage shock at the tip is shown in the plot on the bottom 
left, while the trace of the leakage vortex is noted by the line 
O-P on the lower middle plot. 

The plot on the lower left shows that, near the shroud, the 
majority of the fluid particles approaching the rotor do not 
directly enter the blade passage. They appear to be blocked 
from doing so by a flow obstruction. 

The formation of the leakage vortex is illustrated in the lower 
middle plot. These particles were released above the suction 
surface in the clearance region. These traces outline the leakage 
vortex (line O-P). A curve drawn through the furthermost 
upstream position of the paths of the particles released between 
the leading edge and midchord corresponds very nearly to the 
fluid particle path in the lower left plot originating from the 
suction surface leading edge. This result suggests the leakage 
vortex is acting as a flow obstruction, which causes the flow 
entering the blade passage to pass around it rather than through 
it. 

Contour levels of the axial velocity normalized by the wheel 
speed on a surface of revolution at 99.85 percent of span are 
shown in the lower right plot. The dashed contour is zero axial 
velocity. All the contours within the zero contour have a neg­
ative value, while those outside the zero contour have positive 
values. In the negative contour region, the fluid particles, in 
the relative frame of reference, travel upstream as they move 
across the passage. This motion, which can also be seen in the 
lower middle plot, is responsible for transporting the region 
of low relative total pressure originating near midchord in Fig. 
8 toward the leading edge vortex. 

Figure 10 shows the relative total pressure distribution at 
near stall on cross-sectional planes A-A and B-B as shown in 
Fig. 9. These planes are nearly orthogonal to the vortex axis 
so the representation of the cross-sectional dimension of the 
vortex structure is to scale. The abscissa in the plots is physical 
distance measured from the left edge of the sectional cut while 
the ordinate is the radius. The location of the suction surface 
relative to the sectional plane A-A is 1 percent of span and is 
noted on the figure. The location of the pressure surface rel-
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Fig. 10 Sectional cuts of relative total pressure at near stall in the tip 
clearance region, tip clearance/tip chord = 0.25 percent 

ative to the sectional plane B-B is 0.4 percent of span and is 
also noted in the figure. All dimensions on this figure are 
nondimensionalized with respect to the span of the rotor at 
the leading edge. A-A is upstream of the in-passage shock and 
the cut at B-B is downstream of the shock as drawn in Fig. 
9. (The upper edge of the contour plots is not straight because 
the intersection of the shroud and the plane is not a line of 
constant radius. The shape of the lower edge is the result of 
the graphics routines used in the generation of these plots, 
which draws the lower edge parallel to the upper edge.) 

In both plots the contour level 2.3 represents the relative 
total pressure of the primary stream. By comparing contour 
level 2.1 in both plots, one can see the growth of the vortex 
as it passes through the shock. (For reference, in these units 
the relative inlet dynamic pressure is roughly unity.) In agree­
ment with Crook's (1989) observations, the region of low rel­
ative total pressure within the core of the vortex causes large 
growth of the vortex when it encounters a pressure rise. Most 
of the pressure rise in the present case is produced by the shock, 
while Crook (1989) based his observations on analyzing low-
speed machinery. The interaction he observed between the 
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PEAK EFFICIENCY 
Fig. 11 Relative total and static pressure in the clearance region, tip 
clearance/ tip chord = 1.25 percent 

leakage vortex and the blade passage pressure field, however, 
also takes place in high-speed machinery, with the shock the 
generator of the adverse pressure gradient. It will be shown 
that suppression of this interaction can lead to an increase in 
the stable operating range of a rotor. 

As the flow is reduced, the leakage vortex inclines more 
toward the tangential direction and the shock moves forward. 
As a result, the large blockage generated by the interaction of 
the vortex and the shock also moves forward. This produces 
a region of low relative total pressure along the shroud near 
the pressure surface, which spills forward, initiating numerical 
stall. The spillage of low-energy flow drives the bow shock at 
the leading edge of the tip blade section forward, altering the 
upstream wave pattern, reducing the mass flow rate, and in­
creasing the blade incidence. This increased incidence raises 
the blade loading, which, in turn, increases the leakage flow, 
driving the bow shock farther forward. This series of events 
leads to a steady reduction of the mass flow as the simulation 
iteration cycle count is advanced and results in the simulation 
undergoing a rapid divergence when the region of low relative 
total pressure reaches the inlet plane of the computational 
domain. The mass flow rate just prior to the onset of this 
rapid divergence has dropped far below a level that is reason­
able to expect stable operation of a high-speed machine. We, 
therefore, feel that there is physical significance to this point 
of instability. Furthermore, this point of operation coincides 
with the peak in the predicted pressure characteristic curve 
and, because of this, we suggest that the flow field at mass 
flows just above the predicted peak in the pressure character­
istic cure may form the base flow from which rotating stall 
develops in an isolated fan rotor. 

Increased Tip Clearance (1.25 Percent Tip Chord) Flow 
Field. The behavior just illustrated can be seen more clearly 
if we examine a rotor with larger tip clearance. This is done 
in Figs. 11 to 13, which are derived from computations carried 
out with a tip clearance of 1.25 percent of tip chord. Figure 
11 presents plots of the relative total pressure and the static 
pressure on a surface of revolution just inboard of the tip (99 
percent of span). Both peak pressure and near-stall conditions 
are shown. The format is the same as that in Fig. 8, with zero 
values of pitch and axial chord corresponding to pressure side 
and leading edge plane, respectively. 

If we compare the pressure distribution at near stall to that 
with the smaller tip clearance (Fig. 8) we find the shock struc­
ture is qualitatively similar. There is, however, a lower pressure 
rise through the shock, and thus a reduction in pressure dif­
ference across the blade over the outer 10 percent of blade 
span. 

The leakage vortex is indicated by the trough in relative total 
pressure observed originating from the suction surface slightly 
aft of the leading edge. Its trajectory is shown by the dashed 
line. Farther aft along the suction surface there is another 
region of low relative total pressure (as with the 0.25 percent 
clearance) due to the shock interacting with the suction surface 
boundary layer and the flow that has come through the gap 
from the adjoining blade passage. At near stall the minimum 
relative total pressure, along the suction surface, is lower than 
that for 0.25 percent clearance. At peak efficiency the low total 
pressure is transported tangentially into the blade passage by 
the clearance flow while at the near-stall point the transport 
is not only tangentially but toward the rotor inlet plane. The 
transport process at the near-stall condition will be illustrated 
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Fig. 12 Illustration of the flow field in the tip clearance region at near stall by 
particle traces and contours of axial velocity at tip clearance/ tip chord = 1.25 
percent: (A) particles released upstream of the leading edge and restricted to blade-
to-blade surface adjacent to the casing; (B) particle released near the suction 
surface; and (C) contours of axial velocity nondimensionalized by tip wheel speed 
(dashed contour denotes zero contour level) 
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B) SECTION B - B 
Fig. 13 Sectional cuts of relative total pressure at near stall in the tip 
clearance region, tip clearance/tip chord = 1.25 percent 

below by means of a series of plots of fluid particle paths in 
Fig. 12. 

The upper portion of Fig. 12 shows an illustration of the 
formation of the leakage vortex and its encounter with the in-
passage shock at the near-stall operating condition. 

The purpose of this illustration, as it was in Fig. 9, is to aid 
the interpretation of the plots that appear in the lower portion 
of the figure. The view for Figs. 12(4), 12(5), and 12(Q is 
from the shroud looking in toward the hub. The format for 
these figures is identical to that for Figs. 9(A), 9(B), and 9(C). 
Figure 9(A) shows the streamlines of the relative flow field on 
an axisymmetric surface of revolution located at 99 percent of 
span as defined by particle paths originating upstream of the 
rotor. This surface lies between the shroud and the rotor tip. 
The streamline originating from the leading edge divides the 
upstream flow from that which came through the clearance. 
This line is an indication of the forward edge of the leakage 
flow across the passage and the geometry near stall is similar 
to the corresponding streamline in Fig. 9(A). Figure 12(C) 
shows the paths of fluid particles released in the clearance 
region over the suction surface. The line O-P shows the tra­
jectory of the vortex across the passage. The shock front at 
the shroud is shown in Fig. 12(̂ 4). The formation of the leakage 
vortex from the clearance flow is evident. Figure 12(̂ 4) is a 
contour plot of the axial velocity normalized with respect to 
the tip wheel speed on an axisymmetric surface of revolution 
at 99 percent of span. The dashed contour corresponds to zero 
axial velocity. The contours within the region bounded by the 
zero contour are negative while those that are outside are 
positive. In comparing Fig. 12(C) with Fig. 9(C), it is clear 
that the larger clearance has resulted in a larger region of 
negative axial velocity. In fact, this region extends across the 
entire passage in Fig. 12(C) while in Fig. 9(C) it ends before 
it reaches the pressure surface. Within the region of negative 
axial velocity in Fig. 12(C) the low relative total pressure found 
between 20 and 50 percent of axial chord in Fig. 11 is trans­
ported toward the vortex and becomes entrained in the vortex 
prior to the in-passage shock. This is also evident in Fig. 12(B). 
As the flow is further reduced toward stall, the low-energy 
flow associated with the clearance flow spills forward of the 
rotor inlet plane. 

Figure 13 illustrates the vortex cross section at the near-stall 
point using contour plots of the relative total pressure on 
sectional planes A-A and B-B. The planes are located on either 
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Fig. 14 Relative total and static pressure in the clearance region, zero 
tip clearance 

side of the shock and are nearly orthogonal to the vortex 
trajectory. The format for the plots is identical to that for Fig. 
10. The location of sectional plane A-A relative to the suction 
surface is 0.18 percent of span, while the sectional plane at B-
B is located at 0.21 percent of span relative to the pressure 
surface. These locations are noted in the figure. The contour 
plots in Figs. 10 and 13 for section A-A show that the larger 
clearance produces a larger vortex as is expected. (The vortex 
size should roughly scale on clearance (Chen et al., 1991).) The 
vortex cross section increases markedly in size upon passing 
through the shock, as can be seen by comparing contour level 
2.1 on plane A-A in Fig. 13 with the corresponding contour 
on plane B-B. This vortex growth is responsible for the sharp 
increase in end wall blockage as stall is approached. At nu­
merical stall, this blockage increase forces the bow shock at 
the tip section forward causing a steady reduction in mass flow 
through the rotor as the simulation iteration cycle is advanced. 

Zero Clearance Flow Field. It is instructive to compare the 
flow fields in the two above cases with that for zero tip clear­
ance, where the structure is qualitatively different. Figure 14 
shows the relative total pressure and the pressure distribution 
near the casing for zero clearance as a function of nondimen-
sional pitch and axial tip chord at peak efficiency and near-
stall throttle setting. The scale is identical to Fig. 8 and the 
mass flow rates for corresponding plots are nearly the same. 

The shock structure for the near-stall operating point is close 
to that in Fig. 8. There is, however, a difference between the 
relative total pressure (in Figs. 8 and 14) forward of 0.30 axial 
tip chord. The comparison illustrates the loss in relative total 
pressure that occurs as a result of the formation of the leakage 
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Fig. 15 Particle traces injected upstream of the leading edge and re­
stricted to blade-to-blade surface adjacent to the casing, zero clearance 

vortex and the influence this loss generation mechanism has 
on the blockage in the forward portion of the blade passage. 
It is apparent at peak efficiency and especially so for the near-
stall operating point. However, even at peak efficiency, the 
clearance flow and the blockage it generates appear to have 
an impact on the shock structure. The relative total pressure 
plot in Fig. 14 also shows a region of low pressure developing 
along the suction surface (pitch ratio of unity) near 0.50 axial 
tip chord. The low pressure results from the interaction of the 
in-passage shock with the suction surface boundary layer and 
grows in size as the rotor is throttled toward stall. 

Figure 15 shows the paths of fluid particles released at the 
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tip chord ratios of 0 ,0 .25,0.75,1.25 percent and clearance of 1.25 percent 
aft of 29 percent and 50 percent chord 

inlet plane to the rotor and restricted to an axisymmetric sur­
face of revolution at 99 percent of span. The intent is to portray 
the streamlines near the shroud. Note the differences with Figs. 
9 and 12. In Fig. 12 there is little deflection of the streamlines 
because there is no leakage vortex. The blockage generated by 
the vortex deflects the incoming stream in the tangential di­
rection. 

Relation Between Low-Energy Flow in Vortex and Stall On­
set. The simulations discussed in the previous section showed 
a strong correlation between the onset of stall and the forward 
movement of low-energy fluid, which is connected with the 
clearance vortex. To examine this further, two sets of simu­
lations were executed in which the growth of the blockage in 
the end-wall region was controlled by reducing the clearance 
to zero over the forward portion of the rotor only. For the 
first set, the clearance to tip chord ratio was 0 to midchord, 
and 1.25 percent from there to the trailing edge. For the second 
set of results, the clearance ratio was 0 to 29 percent of chord, 
and 1.25 percent from there to the trailing edge. These con­
figurations yielded varying degrees of interaction between the 
clearance flow and the in-passage shock system. 

The flow range associated with each of the partial clearance 
configurations as well as that of all the previously examined 
configurations is shown in Fig. 16. The most significant result 
contained in this figure is the flow range that is obtained with 
the partial clearance. The two partial clearances are shown as 
the half solid symbols. The large change due to sealing the 
front part of the blade is evident. Specifically, the partial 
clearance with 50 percent of the blade sealed could be throttled 
to a lower flow than the 0.25 percent configuration. Even 
sealing the blade over the front 29 percent of blade yields a 
flow range near that of the 0.25 percent configuration. 

The reason for this improvement can be seen in Fig. 17, 
which presents near-stall relative total pressure plots on an 
axisymmetric surface at 99 percent of span. Four different 
configurations are shown, the nominal clearance (0.25 per­
cent), the large clearance (1.25 percent), zero clearance, and 
the 50 percent partial clearance. The first two of these can be 
seen to be at least qualitatively similar to each other, as are 
the latter two, but there is a substantial difference between the 
two pairs. With the partial clearance (as with the zero clear­
ance), there is no leakage vortex in the front part of the blade 

(A) 

(C) 

' <V t b 

(B) 

(D) 

Fig. 17 Blade-to-blade cut of relative total pressure at near-stall flow 
at tip clearance/tip chord of: (A) 0.25 percent; (B) zero; (C) 1.25 percent 
and (D) 1.25 percent aft of 50 percent 

passage. We associate the absence of the leakage vortex in the 
front part of the passage with the shift in the stall onset point. 

An alternative presentation of the tip region flow field for 
the partial clearance configuration is given in Fig. 18, which 
shows relative total pressure and static pressure at the near-
stall point on an axisymmetric surface of revolution at 99 
percent of span. The format of this figure is identical to that 
introduced in Figs. 8 and 11, and the plots themselves are 
similar in appearance to those for zero clearance presented 
previously in Fig. 15. The region of low relative total pressure 
found along the suction surface with zero clearance is also 
found in the present configuration, although the loss in relative 
total pressure is less then that for zero clearance because of 
the high-energy fluid, which has come through the gap at the 
rear portion of the blade. 

With the partial clearance, the interaction of the clearance 
flow with the primary passage flow is confined to the region 
aft of the shock. The end-wall flow in the middle of the passage 
approaching the shock has high relative total pressure. 
Suppression of the interaction of the shock with the low relative 
total pressure fluid associated with the leakage vortex has led 
to a reduction in end-wall loss and blockage in the forward 
portion of the blade passage, producing the increases in sta­
bility shown in Fig. 16. These results substantiate the important 
role played by the tip vortex in initiating the onset of stall and 
show the sensitivity of the stall point to the clearance over the 
forward portion of the fan blade. 

Summary and Conclusions 
1 A numerical experiment was performed to document the 

structure of the near-stall end-wall flow field in a high-speed 
rotor. Tip clearance was varied from zero over a range rep­
resentative of modern fans so the influence on the structure 
of the end-wall flow could be seen., 

2 Analysis of the runs with clearance showed a build-up 
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Fig. 18 Relative total and static pressure in the clearance region at 
near stall, tip clearance/tip chord = 1.25 percent aft of 50 percent chord 

of low-energy fluid along the casing due to the interaction of 
the clearance vortex and the in-passage shock. This region of 
low-energy fluid grew and moved forward as the flow rate was 
decreased. At a critical value of the flow rate, the region of 
low-energy fluid rapidly moved forward with corresponding 
increases in loss and blockage. The numerical simulation would 
stall at this point, being unable to converge to a solution. 

3 The zero clearance computation showed an increased 
flow range compared to results with clearance, due to the 
absence of vortex-shock interaction. 

4 Simulations were also carried out with zero clearance 
over the forward portion of the fan rotor but a large clearance 
over the aft part. The rotor exhibited a large stable operating 
range, again because of the reduction in vortex-shock inter­
action. These results show the strong dependence of the flow 
range on the clearance over the forward portion of the blade. 

5 From the present study it appears that injection of high-
energy fluid in the forward part of the casing end-wall region 
to reduce or eliminate the growth of low regions of relative 
total pressure would have a beneficial effect on flow range. 
As noted by Crook (1989), axial groove casing treatment ap­
pears to provide such an injection mechanism. 

6 It would be worthwhile to examine the end-wall flow 
structure in a multistage axial flow compressor to see whether 
the findings of the present study are relevant to multistage 
machinery. 
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D I S C U S S I O N 

L. H. Smith1 

In Fig. 7 it is seen that the calculated peak pressure rise is 
reduced from 0.74 to 0.66 (11 percent) as the tip clearance/ 
chord ratio is increased by 1 percent from 0.25 to 1.25. This 
is a rather large effect; some time ago this discussor correlated 
mostly subsonic test data and concluded that the slope should 
be more like 5 percent for 1 percent clearance/chord ratio. 
Could the authors clarify how the tip clearance flow was mod­
eled in their calculations? 

N. A. Cumpsty2 

This is a very useful contribution to our understanding of 
the difficult problem of tip clearance flow. I think that our 
understanding could be further helped if the authors would 
complete the test cases given in Fig. 16 and show the effect of 
having clearance near the front of the blade but zero clearance 
near the rear. 

It is in a multistage compressor where the hub-casing radius 
ratio is relatively high that the effect of tip clearance flow is 
often experienced most acutely. I would like to encourage the 
authors to continue this work to look at stages more typical 
of a multistage compressor, in particular looking at the nu­
merical instability when the flow is largely or entirely subsonic. 

Authors' Closure 
The authors thank Dr. Smith and Professor Cumpsty for 

their interest in the results given in the paper. We regret that 
we were not more explicit in describing the clearance model 
used in the numerical simulations. As modeled, the full clear­
ance height is the height of the leakage jet; this is a consequence 
of the simple description that was adopted for the jet flow. 
The clearance that would exist in an actual rotor are therefore 
larger than the values quoted in the paper. The proportionality 
between actual and quoted clearance, which is associated with 
the occurrence of a vena contracta, is not certain. The value 
for this ratio obtained from "classical" free streamline theory 
is ir/(ir + 2), or 0.611, but Storer and Cumpsty (1991) used a 
higher value (0.8) to match data in their cascade, and com­
putations of Chen et al. (1991) imply a contraction coefficient 
of roughly 0.7. 

For the present rotor, the value of 0.5 is judged to be the 
most appropriate. This value was found to give best agreement 
with measurements of the peak pressure rise at one value of 
clearance. Based on that study, the magnitude of clearance 
used in the calculations (and specified in the paper) would be 
viewed as one-half the actual clearance. The sensitivity of peak 
pressure rise to clearance would therefore be only half as great 
as for an actual rotor, i.e., the sensitivity obtained from the 
computations should be multiplied by a factor of one-half for 
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Fig. 19 Predicted pressure ratio at near-stall points for tip clearance/ 
tip chord ratios of zero, 0.25 percent, 0.75 percent, and clearance of 1.25 
percent aft of 29 percent and 50 percent chord and forward of 50 chord 

comparison with rotor data. Doing this yields results for the 
change of peak pressure rise with clearance that are closely in 
accord with the results of the experiments described by Dr. 
Smith. 

Based on Professor Cumpsty's suggestion, we have executed 
a simulation in which the clearance from the leading edge to 
midchord was set at 1.25 percent of blade chord, while aft of 
midchord the clearance was set to zero. The predicted peak 
pressure ratio and corresponding mass flow are indicated by 
the solid octagon in the accompanying figure, along with the 
results previously presented in Fig. 16. By opening the clearance 
over the forward 50 percent of chord, the peak pressure and 
corresponding mass flow are nearly those for the same clear­
ance over the entire blade chord. However, as previously shown, 
for clearance over the aft 50 percent of chord, zero clearance 
over the forward 50 percent chord, the peak pressure and 
corresponding mass flow lie closer to those for zero clearance. 

The computations show that the clearance over the forward 
portion of a fan blade is far more important than that over 
the aft portion of a blade in establishing the peak pressure rise 
of a fan. Further, by reducing the clearance to zero over the 
forward portion of a fan blade, the interaction between the 
in-passage shock and the clearance vortex is reduced, leading 
to an increase in the operating range. 
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Active Suppression of Rotating 
Stall and Surge in Axial 
Compressors 
This paper reports on an experimental program in which active control was suc­
cessfully applied to both rotating stall and surge in a multistage compressor. Two 
distinctly different methods were used to delay the onset of rotating stall in a four-
stage compressor using fast-acting air injection valves. The amount of air injected 
was small compared to the machine mass flow, the maximum being less than 1.0 
percent. In some compressor configurations modal perturbations were observed 
prior to stall. By using the air injection valves to damp out these perturbations, an 
improvement of about 4.0 percent in stall margin was achieved. The second method 
of stall suppression was to remove emerging stall cells by injecting air in their 
immediate vicinity. Doing this repeatedly delayed the onset of stall, giving a stall 
margin improvement of about 6.0 percent. Further studies were conducted using a 
large plenum downstream of the compressor to induce the system to surge rather 
than stall. The resulting surge cycles were all found to be initiated by rotating stall 
and therefore the stall suppression systems mentioned above could also be used to 
suppress surge. In addition, it was possible to arrest the cyclical pulsing of a com­
pressor already in surge. 

Introduction 
Compressor performance at the peak of the pressure rise 

characteristic is limited by aerodynamic instabilities, which 
lead to rotating stall and surge. Rotating stall is a localized 
disturbance affecting the compressor only and leads to exces­
sive blade vibration. Surge, on the other hand, is a system 
oscillation associated with reversed flow transients, and these 
cause unusual stresses in the compressor. The accepted way 
of avoiding these dangers is to restrict the compressor to an 
operating point safely removed from the stability boundary. 
The stability boundary, however, is often ill defined, being 
affected by engine acceleration, inlet distortion, and deterio­
ration with age, and therefore the safety margins allowed are 
generous. To decrease the need for wasteful safety margins, 
and thus increase the useful operating range of the compressor, 
Epstein et al. (1986) first suggested in the open literature that 
active control techniques might be employed to delay the onset 
of stall or surge. 

In the context of the proposals put forward by Epstein et 
al., stall and surge are seen as limit cycles whose final strength 
is set by nonlinear effects. In origin, however, these disturb­
ances start out as small perturbations and, if treated early 
enough, can be modeled by linear theory. Active control as 
envisaged by Epstein et al. would be applied at this linear stage 
of development and would require the feedback of additional 
disturbances into the flow field. These disturbances would have 
the effect of increasing the damping in the system and would 

Contributed by the International Gas Turbine Institute and presented at the 
36th International Gas Turbine and Aeroengine Congress and Exposition, Or­
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
February 19, 1991. Paper No. 91-GT-87. Associate Technical Editor: L. A. 
Riekert. 

thus restrict the growth of the original perturbation. The ad­
ditional disturbances would be created by a system of actuators 
driven by a controller using real-time measurements from in­
side the compressor. A control system such as this would re­
quire minimal input effort and would allow the compressor to 
operate safely at flow rates that would otherwise have been 
unobtainable. 

Alternative stall suppression systems have been proposed in 
the past, using controllers that sensed the approach of stall 
and took remedial action fast enough to prevent the disturb­
ances from developing. Ludwig and Nenni (1980) suggested 
using fast blow-off valves and Reis and Blocker (1987) pro­
posed a system using rapid rescheduling of the stator vanes. 
This type of control is achieved simply by unloading the com­
pressor and is termed avoidance control. In practice neither 
of these approaches falls into the category of true active con­
trol, as defined herein, since neither interferes with the un­
steady aerodynamic damping in the compressor. 

The conceptual difference between active control and stall 
avoidance control is illustrated in Fig. 1. In this comparison 
the avoidance control makes use of a fast blow-off valve, while 
the active control system is based on continuous stabilizing 
feedback. Both systems allow the compressor to deliver at a 
lower than usual mass flow rate while avoiding stall, but in 
each case the true operating point of the machine is very dif­
ferent. With active control the blade loading is pushed to higher 
values without the basic fluid mechanic processes, by which 
the pressure rise is produced, being altered. In the case of the 
blow-off valve, the effective operating point of the machine 
is kept on the stable side of the characteristic by dumping 
excess air. The bleed valve approach is less efficient and, unlike 
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A=TRUE OPERATING POINT WITH ACTIVE CONTROL 

B=APPARENT OPERATING POINT WITH BLEED 

C=TRUE OPERATING POINT WITH BLEED 

FLOW COEFFICIENT 

Fig. 1 Schematic of compressor characteristic emphasizing the dif­
ference between active control and control using a bleed valve 

active control, the pressure rise will be lower if a safety margin 
is to be maintained. 

In the approach to active control suggested in the literature, 
the initial phase of stall development is modeled in terms of 
long length scale disturbances of small amplitude. Stall incep­
tion measurements by McDougall et al. (1990) and Gamier et 
al. (1991) have shown that in some instances stall cells do 
develop from such beginnings, but this is not always the case. 
It has been shown by Day (1993) that emerging stall cells, 
representing short length scale disturbances, can originate 
without any detectable precursive build-up. This means that 
linear modeling will not cover the whole range of stall inception 
possibilities, and that active control will be more complex to 
apply than originally envisaged. 

Disturbance of long length scale, i.e., modes, can be damped 
out through the feedback of counteracting disturbances. Stall 
cells emerging without precursive build-up cannot be treated 
in this way. It will be shown below, however, that these cells 
are limited in circumferential and radial extent and, as such, 
are amenable to localized corrective action. Stabilization in 
this case does not depend on increasing the damping in the 
system, but rather on energizing the flow in the vicinity of the 
blade tips and thus making it more disturbance tolerant. This 
approach, like that applied to longer length scale disturbances, 
requires minimal input effort and therefore can be included 
in a broad definition of the term "active control." 

The details of stall inception in the CI06 compressor will be 
considered below, showing why two different approaches to 
stall suppression are necessary. The experimental results cov­
ering the damping of modal waves, and the elimination of 
unannounced stall cells, will then be considered. Finally it will 
be shown that surge inception is initiated by rotating stall, and 
the use of stall suppression to avert surge will be demonstrated. 

Stall Inception Measurements in a Four-Stage Com­
pressor 

The four-stage compressor chosen for these experiments is 
one of those used in a wider study of stall inception by Day 
(1992). The machine is a low-speed research compressor with 
four identical stages preceded by a lightly loaded set of inlet 
guide vanes. The hub-casing radius ratio is 0.75. The blading 
is of modern controlled diffusion design and is intended to be 
representative of current high-pressure compressor practice. A 

0.5 METRES 

' THE C106 FOUR STAGE COMPRESSOR 

Mid-Height Blading Details and Other Parameters 

Rotor Stator 

Solidity 
Aspect Ratio 
Chord (mm) 
Stagger (deg.) 
Camber (deg.) 
No. of aerofoils 
No. of IGVs 
Axial Spacing (mm) 
Tip diameter (mm) 
Hub/Tip ratio 
Speed of Rot. (rpm) 
Reynolds Number 

1.47 
1.75 
35.5 
44.2 
20.0 
58 

60 
13.0 
508 
0.75 
3000 

1.7xl05 

1.56 
1.75 
36.0 
23.2 
40.6 
60 

Fig. 2 Cross-sectional view of the C106 compressor with table of basic 
design details 

concentric throttle was used, either close coupled to the com­
pressor for rotating stall studies, or mounted downstream of 
a large plenum for the study of surge. A schematic diagram 
is shown in Fig. 2 along with some basic design values. 

To map out the stalling behavior of the compressor, a num­
ber of hot wires equally spaced about the circumference of the 
machine were used. The wires could be positioned at almost 
any axial location throughout the compressor and several axial 
stations could be examined simultaneously. It was found that 
the stall cells always originated near the tips of the first-stage 
rotor blades and then spread in both the radial and axial di­
rections. A stall cell could be detected at the back of the 
machine roughly one full revolution after being seen in the 
front; this was also about the time needed for the cell to spread 
from the casing to the hub on the first stage. 

In terms of the way the compressor goes into stall, the pattern 
of finite cell formation is always the same, regardless of whether 
modal (long wavelength) perturbations are present or not. A 
small sharply defined stall cell, four or five blade pitches wide, 
forms abruptly near the first-stage rotor tips and rotates around 
the annulus at about 70 percent of rotor speed. As the cell 
grows radially and circumferentially, the speed of rotation 
slows down until after about four complete revolutions the cell 
is fully formed and moving at about 38 percent of rotor speed. 
A typical example of cell formation, without a modal pertur­
bation being present, is given in Fig. 3. The outputs from four 
hot wires equally figure a stall cell appears abruptly at about 
rotor revolution 16. No form of precursive build-up to the cell 
can be detected, even when the data are spatially and tem­
porally decomposed. 

In some experiments, where the tip clearance over the first 
rotor was increased from 1.2 to 1.5 percent chord, modal waves 
appeared in the compressor prior to stall. These waves rep­
resent a small amplitude velocity perturbation and may be 
thought of as the linear phase of the approach to rotating stall. 
The perturbation is detectable right throughout the compressor 
and in the incoming flow. An example of cell formation ac­
companied by these waves is given in Fig. 4. Besides the waves, 
the point to note is that when the stall cell appears (at time t 
= 17) its dimensions, speed of rotation, and rate of growth 
are the same as in Fig. 3. In other words the stall cell does not 
appear to be a continuous development of the modal wave, 

Journal of Turbomachinery JANUARY 1993, Vol. 115/41 

Downloaded 01 Jun 2010 to 171.66.16.60. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



STEADY FLOW-* »- STALLED FLOW 

0 . 5 . 10- I S . 20 . 25 

TIME (ROTOR REVS.) 

Fig. 3 Hot-wire measurements showing a small finite stall cell emerg­
ing from a steady flow field (mean axial velocity prior to stall - 3 0 m/s 

STALL CELL (-70% SPEED); 

1 1 1 1 1 | . | i | 

0 . 5 . 10. 15. 20 . 2 5 . 

TIME (ROTOR REVS.) 

Fig. 4 Hot-wire measurements showing a small finite stall cell emerg­
ing from a flow field perturbed by a clear modal wave 

but rather a separate disturbance, which appears despite the 
presence of the modal wave. Repeated measurements show, 
however, that the two phenomena are not totally unrelated. 
The trough of the modal wave represents a deficit in the 
throughflow velocity and this often provides a natural starting 
place for the stall cell. (The details of stall inception in this 
compressor are discussed in greater detail in a companion paper 
by Day, 1993.) 

The experiments from the CI06 therefore imply that, al­
though modal perturbations are sometimes present, they do 
not appear to be the cause of stall. Fully developed stall only 
occurs after the formation of a short length scale stall cell, so 
that limited scope exists for a linear interpretation of stall build­
up in this compressor. Recent experiments on a real engine 
confirm, however, that the C106 is a representative machine 
and as such provides an appropriate vehicle on which to ex­
amine stall suppression. In the work described below two ap­
proaches to stall suppression have been investigated. The first 
is based on suppression of the modal wave (when the modal 
wave exists) and the second introduces a new technique of flow 
energizing applied directly to the emerging stall cell. The latter 

approach is applicable whether the modal wave is present or 
not. 

The Control System 
To implement stall suppression, a system of actuators was 

necessary to interact with the flow field in the compressor. 
Numerous ideas, including tip clearance control and actuated 
inlet guide vanes, were considered but in the end an air injection 
system was selected. (Use of actuated inlet guide vanes is de­
scribed by Paduano et al., 1993.) An array of twelve individ­
ually controllable valves was designed and built. These valves 
were to be positioned near the tips of the first rotor as this is 
where the stall cells were known to first appear. (An alternative 
to the 12-valve system was also developed for use in some of 
the early experiments. This system, described more fully below, 
consisted of a ring of 60 small air injection slots, fed by a 
single valve.) 

To make room for the air injection valves (and the ring of 
slots) the inlet guide vanes were moved upstream by one chord 
length. These vanes are lightly loaded and tests showed that 
this move did not affect the stalling pattern in any way. The 
12 trapdoor-type valves were then interposed between the inlet 
guide vanes and the first rotor. The valves were equally spaced 
around the circumference. The valve flaps were about 25 mm 
square, hinged along one side, and were flush with the outer 
casing of the annulus when closed. When open, about 3 mm, 
air was emitted into the mainstream of the compressor near 
the outer casing wall. Each valve was housed in a cylindrical 
housing and could be rotated about its axis so that the direction 
of the air injection could be varied. A schematic of the valves 
is shown in Fig. 5. 

The injected air was supplied by an outside source. When 
all 12 valves were open at the same time, a total of 1 percent 
of the compressor flow rate at stall was consumed, i.e., each 
valve passed a flow equal to about l/12th of 1 percent. This 
satisfies the basic requirement that the control effort expended 
should be minimal in comparison with the power of the com­
pressor. The maximum velocity of the air leaving the valves, 
when measured just downstream of the valve opening, was 
about 1.5 times the mean axial velocity in the compressor. To 
drive the valves, an on-off signal was supplied, either by an 
analog controller, or by a minicomputer. Testing with a square 
wave signal generator gave a maximum frequency response of 
about 140 cycles per second, i.e., about three times rotor fre­
quency or seven times stall cell frequency. 

Experimental Results 
1 Suppression of Modal Waves. The air injection valves 

could be used in a variety of different ways to delay the onset 
of stall. We consider first the case where modal waves appear 
in the compressor prior to cell formation. As pointed out 
earlier, the modes in this compressor do not appear to turn 
into stall cells themselves, but rather generate a localized dip 
in the throughflow velocity where stall cells tend to start. By 
reducing the amplitude of the modal waves, and so removing 
the localized velocity deficit, the average flow rate through the 
machine can be lowered slightly without causing stall. As the 
axial velocity dips associated with the modal waves do not 

• usually grow to more than a few percent of the mean axial 
velocity, it may be conjectured that the decrease in mass flow 
at stall onset would only be of the same order. 

With sufficient hot wires around the circumference, the ve­
locity distribution at any time can be treated with a discrete 
Fourier transform to obtain a measure of the amplitude and 
phase angle of any modal perturbation. Repeating this process 
at each sampling interval, the growth and position of the modal 
wave can be tracked from well before stall until the stall cells 
are essentially fully developed. Ah example is given in Fig. 6 

42/Vo l . 115, JANUARY 1993 Transactions of the AS ME 

Downloaded 01 Jun 2010 to 171.66.16.60. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



CYLINDRICAL 
VALVE BODY 

COMPRESSOR CASING 

IGV 

Fig. 5 Schematic picture of trapdoor-type air injection valve 
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Fig. 6 
as the 

Amplitude of first and second circumferential modes measured 
compressor goes into stall 

where the amplitudes of the first and second-order modes are 
plotted for the compressor approaching stall. The first mode 
is clearly dominant in this case. The amplitude of this mode 
rises progressively until, at revolution 26, a finite stall cell is 
formed. The point of finite cell formation can be seen quite 
clearly at revolution 26 in the original data from which this 
figure was obtained. Furthermore, the phase angle plots of 
this data show that the first-order mode is well defined and 
rotates steadily around the annulus. The second-order mode 
is ill defined and the phase angles show a total lack of coher­
ence. 

The 12 air injection valves could be used to damp the modal 
oscillation shown in Fig. 6. To achieve this, the outputs from 
six hot wires were used in conjunction with an analogue com­
puter to open and close the valves. Full proportional control 
was obviously not possible using a discrete number of valves 
that are not amplitude controlled, i.e., the valves were either 
open or closed, but could not be held at an intermediate po­
sition. Effective damping could, however, be achieved by ju­
dicious adjustment of the number of valves in use at any time 

A) FLOW COEFFICIENT = .448 
CONTROL SWITCHED OFF 

B) FLOW COEFFICIENT = .430 
GAIN, PHASE OPTIMISED 

C) FLOW COEFFICIENT = .450 
GAIN, PHASE NOT OPTIMISED 

0 . 5 . 10. 15 . 20 . 2 5 . 

TIME (ROTOR REVS.) 

Fig. 7 Amplitude of first circumferential mode going into stall for dif­
ferent control options: Note that each complete data trace was recorded 
at a different throttle setting 

and by varying the opening times and the supply pressure to 
the valves. The results using this scheme are shown in Fig. 7. 

Figure 7 is actually a composite picture made up of Fig. 6, 
trace A, plus two other sets of measurements using the air 
injection valves. Only the first-order modal amplitudes are 
displayed in this case. The trace marked "B" shows how, with 
control system in operation, the velocity perturbations can be 
kept to a relatively low value right up to the point at which 
the compressor stalls. The inset diagram shows that in this 
case the compressor characteristic was extended beyond the 
natural stalling limit; the benefit achieved represents about 4 
percent reduction in stalling flow rate. The third trace in Fig. 
7, trace C, shows the effect of deliberately offsetting the phase 
shift in the controller so that the action of the valves exacerbates 
the modal perturbations. When this is done the compressor 
stalls prematurely. In interpreting Fig. 7 it should be empha­
sized that the three sets of results each show a snapshot of 
what happens during the last half second as the compressor 
goes into stall and it should be emphasized that the results 
were obtained at very different throttle settings. In other words, 
the data traces have been overlaid on a common time axis for 
comparative purposes only. 

When the compressor goes unstable with the control system 
working effectively (trace B) it is interesting to note that stall 
does not occur because the controller loses authority over the 
long length scale modes. It is rather that a short length scale 
disturbance, a stall cell, appears in the flow field and grows 
within about four revolutions to become a fully developed cell. 
The original data from which trace B was derived are shown 
in Fig. 8 to emphasize that this compressor stalls through the 
formation of a small fast-moving stall and not through the 
exponential growth of a modal perturbation. (It should be 
stressed that the hot-wire signals shown in Fig. 8 were more 
severely filtered than in Figs. 3 and 4, and were AC coupled 
for compatibility with the control system. The emerging stall 
cell therefore appears less sharply defined than in the previous 
figures.) 

2 The Suppression of Finite Stall Cells. Whether modal 
perturbations are present or not, the CI06 compressor always 
ends up in rotating stall shortly after the appearance of a small 
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Fig. 8 Hot-wire measurements recorded while control system in op­
eration; a coherent modal pattern is not detectable prior to the formation 
of a small finite stall cell 

sharply defined stall cell. Direct interference with the stall cell 
itself may therefore be an effective method of extending the 
compressor operating range. A useful way of visualizing these 
small stall cells is to use a flow picture first suggested by 
Emmons et al. (1955). In Sketch A the separated flow in one 
of the blade passages is shown diverting the incoming stream­
lines to either side of the affected area. Emmons suggested 
that the resulting increase in incidence on one side of the 
separation, and the decrease on the other, provides a mech­
anism for the disturbance to propagate from blade to blade 
around the machine. While this picture may not be accurate 
in all respects, it provides a useful means of visualizing how 
air injection might be used to energize the flow field and remove 
the blockage. The direction in which the air is injected plays 
an important part in the process. As drawn, Sketch A also 
emphasizes the fact that the stall cell is a localized disturbance 
and therefore localized corrective action may be appropriate. 

z 
o 

u, 1 

o 

~ ' 

~~2 r " 

, 1- _ _ 

Sketch A 

To test the idea initially of using injected air to correct the 
flow in a localized disturbance, it was decided to use a very 
simple injection system consisting of one fast-acting valve, a 
manifold, and a row of small directional slots. The relative 
size and position of these slots is indicated in Sketch A. The 
principle is the same as in the case of the trap-door valves, 
i.e., to inject air near the casing wall at the rotor tips where 
the stall cells are known to appear first. Using a manifold 
arrangement means that there is an inherent delay in the re­
sponse time of the system, but this was kept to a minimum. 
The quantity of the air injected through the slots was limited 
to a total of 1 percent of the compressor flow rate. An array 
of eight probes was used to detect the emerging stall cell 
anywhere in the annulus and the central valve was opened 
immediately thereafter. The use of continuous air injection to 
delay the onset of stall is not a new concept. However, the use 
of air injection to remove a stall cell that has already become 

Fig. 9 Hot-wire measurements showing stall cell developing without 
air injection (LHS), and truncation of cell development with air injection 
(RHS) 

a finite amplitude disturbance has not been tried before. The 
results are important because they show that stall control after 
cell formation is a viable proposition. 

Figure 9 illustrates the operation of the system. The left-
hand side of the figure shows the compressor going into stall 
naturally (without the control system being used). The right-
hand side shows that opening the air injection valve as soon 
as the cell is detected will suppress the cell. The delay in the 
response of the system meant that the stall cell executed one 
complete revolution before the injected air could affect it. This 
delay in response was acceptable in this case because the stall 
cell developed relatively slowly. Increasing the delay time in 
the detection system by just a half cell revolution more meant 
that the cell had time to grow bigger and the air injection 
system became ineffective. 

In the right-hand half of Fig. 9, the air supply was maintained 
after the stall cell had disappeared. If the supply were removed 
at some stage, a new stall cell would appear and the air supply 
would again be required. This on/off approach was tried by 
allowing the central valve to close again after a set number of 
milliseconds if no cells were detected. Figure 10 shows the 
result of such a test where air is injected only when required; 
it also shows that if the detection system is switched off the 
compressor goes into stall. (It is interesting to note that after 
the cell is suppressed a new cell does not appear instantly. 
There is usually a delay of erratic duration, anything between 
2 and 8 rotor revolutions.) When the throttle is moved toward 
the point where the control system becomes ineffective, the 
stall cells still form in the normal way, but their intensity 
deepens more quickly. Eventually a point is reached where the 
injected air only reaches the cells once they have already grown 
too big to be suppressed. 

The decrease in stalling mass flow obtained with this type 
of on/off suppression system was about 6.0 percent, as illus­
trated in Fig. 11. The characteristic shown was measured by 
sampling and averaging the output from the pressure rise and 
mass flow transducers as the throttle was being closed. No 
filtering was used and the jagged nature of the line is due to 
normal unsteadiness in the pressure rise and mass flow read­
ings. While a 6.0 percent stall margin improvement is not 
particularly useful, it is an encouraging start, especially for a 
system that has not been optimized in any way and only has 
control applied to the first of four stages. The control system 
does not appear to affect the overall trend of the characteristic, 
which is extended horizontally. This shows that the action of 
the air jets is primarily to suppress cell formation rather than 
to change the basic flow pattern in the machine. 
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Fig. 10 Measurements showing air injection being switched on only 
when necessary (LHS); at time f = 29 the control system is disconnected 
and the compressor stalls 
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Fig. 12 The on-off signals driving 6 of the 12 air injection valves during 
operation beyond the natural stall limit 
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Fig. 11 Automatically recorded compressor characteristic showing the 
extended range of operation achieved with active stall suppression 

Because the stall cells in the CI06 compressor appear as 
localized disturbances, it was hypothesized that the action 
needed to remove them could also be localized. Using the 12 
independently controlled valves and 12 detection probes, a 
system was configured so that only the valves nearest the stall 
cell need open at any time. Knowing the typical speed of ro­
tation of the cell, a suitable phase shift was introduced so that 
no matter where the stall cell first appeared, a valve could be 
opened in time to coincide with its passing. As before, each 
valve was automatically closed after a short time if no further 
disturbance was detected. 

Figure 12 shows the opening and closing sequence of 6 of 
the 12 valves (each alternative valve) when operating in this 
way. It can be seen that in some cases the action of just one 
valve was needed to remove a cell, whereas in other cases 
additional valves were brought into play. This localized ap­
proach to cell suppression worked well, especially when two 
valves were opened at a time, 180 deg apart. (This strategy 
was employed because it balanced out the one-sided effect of 
using just one valve.) The stall margin improvement was only 
5.0 percent less than in the previous experiment; but this is 

not surprising given that there were only 12 discrete injection 
points as opposed to 60 in the previous case. The localized 
approach has the advantage of using much less air, there sel­
dom being more than two valves open at any time. 

3 The Suppression of Surge. The compressor could be 
made to exhibit surge rather than pure rotating stall by using 
a large plenum between the compressor and the exit throttle. 
Surge is basically the interaction between stall and recovery in 
the compressor, and the dynamics of the gas stored in the 
plenum chamber. Two types of surge cycles have been ob­
served, labeled as "classic surge" and "deep surge" by Greitzer 
(1976). Classic surge does not involve any significant reversed 
flow in the compressor, while deep surge does. The C106 system 
only exhibited deep surge, and therefore no experiments were 
possible on classic surge. It should be mentioned, however, 
that deep surge is the more prevalent type, occurring at the 
high speeds and pressure ratios used in aero-engines. 

Measurements from a typical surge sequence are shown in 
Fig. 13 where the plenum pressure and the output from a single 
hot wire at the front of the compressor are plotted. At the left 
of this figure the compressor is operating unstalled and the 
throttle is slowly being closed, thus moving the operating point 
toward the surge line. At time / = 25 the compressor goes into 
rotating stall. In doing so it loses its ability to support pressure 
rise and the plenum air blows back through the compressor. 
This process eliminates the stall cell and sets up a (temporary) 
regime of axisymmetric reversed flow. The plenum pressure 
than drops rapidly until a point is reached at which the com­
pressor can re-establish forward flow and start filling the 
plenum again. The pressure in the plenum then rises back to 
peak value, where the compressor again stalls and the same 
sequence of events re-occurs. 

In Fig. 13 the compressor momentarily exhibits rotating stall 
on two occasions, the first after a period of steady operation 
(/ = 25), and the second after refilling of the plenum (t = 
145). The number of stall cells that form on these two occasions 
may differ noticeably, but in each case the cells are of the type 
described previously, i.e., small, sharply defined, and initially 
rotating at about 70 percent of rotor speed. A single stall cell 
is most likely to form at the start of the first cycle while groups 
of multiple cells are more likely thereafter. In each case, how­
ever, the surge cycle is initiated by this burst of rotating stall. 
An example is given in Fig. 14 where the stalling and recovery 
phase of a typical first cycle is presented. Six hot wires were 
used here to illustrate how, at the start of the surge cycle, a 
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Fig. 13 Measurements of axial velocity and plenum pressure during a 
typical surge cycle 
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Fig. 14 Hot-wire measurements showing stall cell development and 
reversed flow during a typical surge cycle 
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Fig. 15 Example of the use of stall suppression to stabilize a surging 
compressor (control system switched on 10 s only) 

to go through two surge cycles before the controller is switched 
on. In this case, the 12 trapdoor valves were used, and after 
being triggered to open by cell formation in the compressor, 
all the valves were held continuously open for 10 s before being 
closed. The reason for doing this was to be sure that the action 
of the valves is purely to hold off the formation of stall cells 
rather than to interfere with the dynamics of the surging proc­
ess. Using the control system in the stall suppression mode to 
open and close the valves automatically, either all at once or 
one at a time, also worked successfully. To highlight the ef­
fectiveness of the control system, a horizontal line has been 
drawn in Fig. 15 to indicate the throughflow velocity at which 
the compressor first started to surge. During the first cycle the 
throttle was closed a bit further to show that the system could 
be stabilized at a flow rate lower than is normally possible. 
The surge sequence was therefore arrested even though the 
compressor operating point was to the left of the usual surge 
boundary. After a period of 10 s the controller was switched 
off and the surging sequence began again. 

(In Figs. 13 and 15, the hot-wire velocity traces do not go 
below zero even though other measurements confirm that re­
versed flow does occur during part of the surge cycle. This is 
because the hot-wire system sees only the modulus of the ve­
locity and so the negative velocity component is returned as a 
positive value. The changeover from forward to reversed flow 
occurs during the period of rotating stall and therefore no clear 
zero velocity point is seen.) 

single stall cell forms and grows and then decays as the annulus 
becomes engulfed in reversed flow. 

The above description of surge inception shows that rotating 
stall is always the precursor of a surge cycle. Any active 
suppression technique that delays the onset of stall will there­
fore also be effective in delaying surge. Experiments carried 
out with the same stall cell detection and elimination proce­
dures described above showed a mass flow decrease at insta­
bility of 5 or 6 percent, just as with pure rotating stall. If the 
compressor is allowed to surge without control, and the throttle 
position is unchanged, repeated surge cycles will occur, each 
one being triggered afresh by rotating stall. Switching on the 
rotating stall suppression system while the compressor is in 
such a repeating surge sequence will therefore arrest the next 
surge cycle and hold the compressor in a stable condition. 

The results of an experiment to demonstrate this point are 
shown in Fig. 15, where the output from a single hot wire is 
displayed on a compressed time scale. The system can be seen 

Discussion 
The work presented here was started without formal ideas 

of how active suppression of stall should be implemented. The 
C106 compressor was chosen as the test vehicle and the sub­
sequent experiments were based solely on the observed stalling 
behavior of the machine. At the start it was unknown whether 
the CI06 compressor might be unique in the way that it stalled. 
Additional work on stall inception by Day (1993) on other 
compressors, and recent measurements from a real engine have, 
however, shown that the behavior of the CI06 is representative 
and that the stall suppression techniques developed here can 
be applied in other situations as well. 

In terms of stall inception, flow breakdown in the C106 
compressor is always initiated by the abrupt appearance of a 
small localized disturbance, which at first rotates at about 70 
percent of rotor speed. The disturbance usually covers just the 
tip region of four or five blade passages on the first rotor. In 
some instances, prior to the formation of this kind of dis-
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turbance, a more global perturbation of the flow through the 
compressor is detected. This perturbation, usually referred to 
as a mode, rotates at a comparatively low speed (20 percent 
of rotor speed) and does not itself grow to become a finite 
stall cell. Instead the trough of the perturbation wave appears 
to provide a starting point for the formation of a localized 
disturbance. It is this localized disturbance, and not the modal 
perturbation itself, which is responsible for the collapse of the 
pressure rise. 

In response to this picture of stall inception, two basic ex­
periments were performed; the first to damp the modal per­
turbation so as to remove its promotional effect on cell 
formation, and the second to remove the emerging stall cell 
itself. When modal perturbations occur, damping of these 
disturbances delays the onset of stall by allowing the average 
throughflow velocity to decrease without anywhere falling low 
enough to trigger the formation of a localized stall cell. Whether 
modal perturbations are present or not, repeated elimination 
of the stall cells themselves also improves the stall margin by 
removing disturbances that would otherwise lead immediately 
to a complete collapse of the pressure rise. Ideally these two 
approaches to stall suppression should be applied simultane­
ously to obtain maximum benefit. In the current experiment 
the existing valve configuration, which only has twelve valves, 
is not versatile enough to operate in both the global and lo­
calized mode at the same time. The stall margin improvements 
achieved are nonetheless encouraging. 

In discussing the approach adopted here, it should be em­
phasized that while a large number of compressors stall in the 
same way as the CI06, there are others that do not. Meas­
urements in the Deverson rig in Cambridge by McDougall et 
al. (1990) and Day (1992), and at M.I.T. by Gamier et al. 
(1991) suggest that in some instances modal perturbations can 
grow progressively into stall cells, i.e., stall cells may originate 
on a global rather than a localized scale. The work presented 
here, although focused mainly on stall cells of small dimension, 
suggests that air injection as a means of active control would 
also be applicable in machines that stall progressively. Air 
injection has the added advantage that in an aero-engine ap­
plication high-pressure air can easily be ducted from the rear 
of the compressor to suppress any stalling tendency originating 
at the front of the machine. 

Conclusions 
1 The suppression of stalling disturbances using fast-acting 

air injection valves has been shown to be both practical and 
effective in two different stall onset processes. 

2 Modal perturbations of long length scale have been de­
tected in a four-stage compressor and have been suppressed 
using feedback of controlled disturbances. In the compressor 
used here, the modes do not appear to be the primary cause 
of stall, but rather promote the formation of finite stall cells 
by producing a localized deficit in the velocity distribution. 
Suppressing the modal waves produced a 4.0 percent mass 
flow rate improvement in stall margin. 

3 Short length scale stall cells, emerging without precursive 
build-up, are of localized extent and can therefore be removed 
by local, rather than global, action. Elimination of these stall 
cells has been proved possible and stall margin improvements 
of 5 or 6 percent have been achieved in a multistage compressor. 

4 The need to control long and short length scale disturb­
ances has been demonstrated by this work. The effective ap­
plication of active control will therefore present a greater 
challenge than originally thought. 

5 The control effort needed to suppress both types of dis­
turbance has been shown to be minimal in comparison with 
the power of the compressor. 

6 Measurements presented here have shown that in the case 
of surge, each cycle is preceded by a brief period of rotating 
stall. Stall suppression techniques have therefore been used for 
the first time to delay the onset of surge, and to suppress surge 
once a repeating cycle has been established. 
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Active Control of Rotating Stall in 
a Low-Speed Axial Compressor 
The onset of rotating stall has been delayed in a low-speed, single-stage, axial research 
compressor using active feedback control. Control was implemented using a cir­
cumferential array of hot wires to sense propagating waves of axial velocity upstream 
of the compressor. Using this information, additional circumferentially traveling 
waves were then generated with appropriate phase and amplitude by "wiggling" 
inlet guide vanes driven by individual actuators. The control scheme considered the 
wave pattern in terms of the individual spatial Fourier components. A simple pro­
portional control law was implemented for each harmonic. Control of the first 
spatial harmonic yielded an 11 percent decrease in the stalling mass flow, while 
control of the first, second, and third harmonics together reduced the stalling mass 
flow by 23 percent. The control system was also used to measure the sine wave 
response of the compressor, which exhibited behavior similar to that of a second-
order system. 

Introduction 
Axial compressors are subject to two distinct aerodynamic 

instabilities, rotating stall and surge, which can severely limit 
compressor performance. Rotating stall is characterized by a 
wave traveling about the circumference of the machine, surge 
by a basically one-dimensional fluctuation in mass flow through 
the machine. Whether these phenomena are viewed as distinct 
(rotating stall is local to the blade rows and dependent only 
on the compressor, while surge involves the entire pumping 
system—compressor, ducting, plenums, and throttle) or as 
related (both are natural modes of the compression system 
with surge corresponding to the zeroth order mode), they gen­
erally cannot be tolerated during compressor operation. Both 
rotating stall and surge reduce the pressure rise in the machine, 
cause rapid heating of the blades, and can induce severe me­
chanical distress. 

The traditional approach to the problem of compressor flow 
field instabilities has been to incorporate various features in 
the aerodynamic design of the compressor to increase the stable 
operating range. Balanced stage loading and casing treatment 
are examples of design features that fall into this category. 
More recently, techniques have been developed that are based 
on moving the operating point close to the surge line when 
surge does not threaten, and then quickly increasing the margin 
when required, either in an open or closed-loop manner. The 
open-loop techniques are based on observation, supported by 
many years of experience, that compressor stability is strongly 
influenced by inlet distortions and by pressure transients caused 
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by augmentor ignition and, in turn, that inlet distortion can 
be correlated with aircraft angle of attack and yaw angle. Thus, 
significant gains have been realized by coupling the aircraft 
flight control and engine fuel control so that engine operating 
point is continually adjusted to yield the minimum stall margin 
required at each instantaneous flight condition (Yonke et al., 
1987). 

Closed-loop stall avoidance has also been investigated. In 
these studies, sensors in the compressor were used to determine 
the onset of rotating stall by measuring the level of un­
steadiness. When stall onset was detected, the control system 
moved the operating point to higher mass flow, away from 
the stall line (Ludwig and Nenni, 1980). While showing some 
effectiveness at low operating speeds, this effort was con­
strained by limited warning time from the sensors and limited 
control authority available to move the compressor operating 
point. 

This paper presents the initial results of an alternative and 
fundamentally different means for attacking the problem posed 
by rotating stall. Here, we increase the stable flow range of 
an axial compressor by using closed-loop control to damp the 
unsteady perturbations that lead to rotating stall. In contrast 
to previous work, this dynamic stabilization concept improves 
the stable operating range of the compressor by moving the 
stall point to lower mass, flows, as illustrated conceptually in 
Fig. 1. There appear to be at least two advantages of this new 
technique. One is that engine power always remains high with 
dynamic stabilization while power must be cut back with stall 
avoidance (often at critical points in the flight envelope). A 
second advantage is that the gain in operating range can be 
potentially greater. In the following sections, we briefly de­
scribe those elements in the theory of compressor stability that 
are relevant to active stability enhancement, discuss the design 
of the experimental apparatus, and present the experimental 
results. 
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Fig. 1 The intent of active compressor stabilization is to move the surge 
line to lower mass flow 

Conceptual View of Compressor Stability and Active Stall 
Control. We consider rotating stall to be one of the class of 
natural instabilities of the compression system, as analyzed for 
example by Moore and Greitzer (1986) for low-speed machines 
of high hub-to-tip radius ratio. Their model predicts that the 
stability of the compressor is tied to the growth of an (initially 
small amplitude) wave of axial velocity, which travels about 
the circumference of the compressor. If the wave decays (i.e., 
its damping is greater than zero), then the flow in the com­
pressor is stable. If the wave grows (wave damping negative), 
the flow in the compressor is unstable. Thus, wave growth and 
compressor flow stability are equivalent in this view. 

One prediction of this model that is useful for present pur­
poses is that rotating waves should be present at low amplitude 
prior to stall. McDougall (1988) and McDougall et al. (1990) 
identified these waves in a low-speed, single-stage compressor, 
and Gamier et al. (1991) observed them in both a single and 
a three-stage low-speed compressor, and in a three-stage high­
speed compressor. The waves were often evident long (ten to 
one hundred rotor revolutions) before stall. It was found that 
the waves grew smoothly into rotating stall, without sharp 
changes in phase or amplitude, and that the wave growth rate 
agreed with the theory of Moore and Greitzer (1986). Further, 
the measurements showed how the wave damping, and thus 
the instantaneous compressor stability, could be extracted from 
real time measurements of the rotating waves. 

In 1989, Epstein et al. suggested that active control could 
be used to damp these rotating waves artificially when at low 
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Velocity at 
Compressor Inlet 
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Fig. 2 Conceptual control scheme using "wiggly" inlet guide vanes to 
generate circumferential traveling waves 

amplitude. If, as the theory implies, rotating stall can be viewed 
as the mature form of the rotating disturbance, damping of 
the waves would prevent rotating stall from developing, thus 
moving the point of instability onset as in Fig. 1. It was pro­
posed that the compressor stability could be augmented by 
creating a traveling disturbance with phase and amplitude based 
on real time measurement of the incipient instability waves. 
This paper presents an experimental investigation of this idea. 

The overall concept is to measure the wave pattern in a 
compressor and generate a circumferentially propagating dis­
turbance based on those measurements, so as to damp the 
growth of the naturally occurring waves. In the particular 
implementation described herein, shown schematically in Fig. 
2, individual vanes in an upstream blade row are "wiggled" 
to create the traveling wave velocity disturbance. The flow that 
the upstream sensors and the downstream blade rows see is a 
combination of the naturally occurring instability waves and 
the imposed control disturbances. As such, the combination 
of compressor and controller is a different machine than the 
original compressor—with different dynamic behavior and dif­
ferent stability. 

At this point, it is appropriate to present the rotating stall 
model and connect it with the idea of control. Here, it is the 
structure of the model that is most important rather than the 
fluid mechanic details. Since the structure provides a frame­
work for design of the control system, the quantitative details 
can be derived by fitting experimental data to the model. 

The existing models for rotating stall inception in multirow 
axial compressors are typified by an equation for the velocity 
and pressure perturbations of the form 

SP, compressor exit -hP 

ptf 
^compressor inlet _ / ^*r 

d<j> 

dbcj> dScj) 

(i) 

Here, <5P and SPj-are the static and total pressure perturbations, 
respectively, 5<t> is the nondimensional axial velocity pertur-

c„ = 

IGV = 
n = 
P = 

P r = 
R„ = 

r = 
t = 

U = 
Vk = 

complex spatial Fourier coef­
ficient (Eq. (5)) 
inlet guide vane 
mode number 
static pressure 
total pressure 
controller gain = 1 Z„ 1 
mean compressor radius 
nondimensional time = Ut/r 
mean compressor blade speed 
axial velocity measurement 
(Eq. (5)) 
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P„ 
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e 
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controller complex gain and 
phase 
controller phase for «th 
mode = A Z„ 
IGV stagger angle 
perturbed quantity 
circumferential coordinate 
rotor inertia parameter 
rotor + stator + IGV inertia 
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IGV inertia parameter 
density 

<j> = local flow coefficient = axial 
_ velocity/ U 
4> = area-averaged flow coeffi­

cient 
ip = compressor pressure rise 

= ( P - P r ) / ( P [ / 2 ) 

Subscripts 
/ = imaginary part of complex 

quantity 
n = «th circumferential Fourier 

mode. 
R = real part of complex quantity 
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bation at the compressor, X and /t are nondimensional param­
eters reflecting the fluid inertia in rotor and ro­
tor+stator+IGV, respectively, (d\p/d4>) is the slope of the 
nondimensional compressor characteristic, and t is a nondi­
mensional time, t = t(J/r. Equation (1) has been shown in sev­
eral publications (e.g., Hynes and Greitzer, 1987; Longley, 
1988) and we will not present its development here. The equa­
tion is an expression of the matching conditions (across the 
compressor) for flowfields upstream and downstream of the 
compressor and, as such, upstream and downstream flowfield 
descriptions are needed to be able to find a solution. 

Using these, Longley (1990) has shown that one can put Eq. 
(1) in a wave operator form. For the nth spatial Fourier coef­
ficient, this is 

Table 1 Single-stage compressor geometry 

Ifll 
+ ix It+xJe (2) 

The left-hand side of Eq. (2) is a convective operator cor­
responding to circumferential propagation with velocity (X/ 
(2/In I + fi)) • (rotor speed). The growth rate of the wave is 
dependent on the slope of the compressor characteristic. If 
(d\p/d(j>) is positive the waves grow; if negative they decay. 
Neutral stability (waves traveling with constant amplitude) oc­
curs at (dip/d4>) = 0. 

We can cast Eq. (2) in a form that is more useful for control 
by considering a purely propagating disturbance. The first 
Fourier mode will be of the form e'e, so Eq. (2) can be written 
as 

(2 + rt-^t *-'2 >=o (3) 

Thus far, the equations presented have been for flow associated 
with uncontrolled compressor dynamics. If, in addition, we 
model the control as due to perturbations in IGV stagger, Sy, 
we obtain the following equation for the first Fourier mode: 

(2 + ^ + r 'X- t<t> PlGV 

- 4>Hiav^ 6 7 - i<t>iii( 
_WcvW Q 

P 2 J dt (4) 

where 0 is the axisymmetric (annulus-averaged) flow coeffi­
cient, /XIGV is the fluid inertia parameter for the IGVs, and 
(d\j//dy) represents the incremental pressure rise obtainable 
from a change in IGV stagger, 7. 

This is formally a first-order equation for 50; however, it 
must be remembered that the quantity of interest is the real 
part of 50. If we express 50 in terms of its real and imaginary 
parts, 50 = 8<f>R + ;50/, then Eq. (4), which is a coupled pair of 
first-order equations for 5cj>R and /50/, becomes mathematically 
equivalent to a second-order equation for 50#. The form used 
in the system identification discussed below is thus second 
order. Another way to state this is that a first-order equation 
with a complex (or pure imaginary) pole is equivalent to a 
second-order system in the appropriate real-valued states. 

The second-order model of compressor behavior is useful 
for two reasons. First, it can be tested experimentally in a 
straightforward manner. Second, it provides both a conceptual 
qualitative framework about which to design a control system 
(i.e., the stabilization of a second-order system) and, given the 
results of the experimental test, the quantitative inputs required 
to do the control system design. 

Experimental Apparatus 

A 0.52-m-dia, single-stage low-speed research compressor 
was selected as a test vehicle due to its relative simplicity. The 
general mechanical construction of the machine was described 
by Lee and Greitzer (1988), and the geometry of the build 

Tip Diameter 
Hub-to-Tip Ratio 
Axial Mach No. 
Operating Speed 

Mean Line Stagger 
Chamber Angle 
Solidity 
Aspect Ratio 

0.597 m 
0.75 
0.10 
2700 RPM 

IGX 
0 
0 
0.6 
0.9 

Rata 
35° 
25° 
1 
2.0 

SMQE 
22.5° 
25° 
1 
1.9 

studied here is given in Table 1. The apparatus can be con­
sidered to consist of four sections: the compressor (described 
above), instrumentation for wave sensing, actuators for wave 
launching, and a signal processor (controller). The design of 
the last three components is discussed below. 

The sensors used in the present investigation are eight hot 
wires evenly spaced about the circumference of the compressor, 
0.5 compressor radii upstream of the rotor leading edge. The 
wires were positioned at midspan and oriented so as to measure 
axial velocity. Hot wires were chosen because their high sen­
sitivity and frequency response are well suited to low-speed 
compressors. The sensors were positioned relatively far up­
stream so that the higher harmonic components of the dis­
turbances generated by the compressor would be filtered (the 
decay rate is like e~nXxUr, where n is the harmonic number). 
This reduced the likelihood of spatial aliasing of the signal. 
With eight sensors, the phase and amplitude of the first three 
disturbance harmonics may be obtained. The outputs of the 
anemometers were filtered with four pole Bessel filters with a 
cutoff frequency of 22 times rotor rotation. The axial location 
of the sensors is important in determining the signal-to-noise 
ratio (SNR) of the rotating wave measurements; this question 
was studied by Gamier et al. (1991), who showed the SNR to 
be greatest upstream of the stage. 

There are many ways to generate the required traveling waves 
in an axial compressor. Techniques involving oscillating the 
inlet guide vanes (IGVs), vanes with oscillating flaps, jet flaps, 
peripheral arrays of jets or suction ports, tip bleed above the 
rotor, whirling the entire rotor, and acoustic arrays were all 
considered on the basis of effectiveness, complexity, cost, and 
technical risk. For this initial demonstration in a low-speed 
compressor, oscillating the IGVs was chosen on the basis of 
minimum technical risk. 

Considerable care was taken in design of the actuation sys­
tem to maximize effectiveness and minimize complexity and 
cost. An unsteady singularity method calculation of the po­
tential flow about a cascade was carried out first to evaluate 
tradeoffs between blade angle of attack and flow turning angles 
versus cascade solidity, fraction of the cascade actuated, and 
airfoil aspect ratio (Silkowski, 1990). The unsteady flow was 
examined since, although the reduced frequency of the IGV 
airfoil relative to rotating stall is about 0.3 for the first har­
monic, several harmonics may be of interest. Calculations were 
also performed to evaluate the relative effectiveness of bang-
bang actuation versus continuous airfoil positioning. As an 
example of these actuation studies, the tradeoff between the 
peak airfoil angle of attack excursion and the fraction of the 
cascade actuated is shown in Fig. 3. As the fraction of the 
airfoils actuated is increased, the angle of attack requirements 
on individual blades are reduced. 

The limits to blade motion are set by both mechanical con­
straints (i.e., actuator torque limits) and airfoil boundary layer 
separation at large angles of attack. A NACA 65-0009 airfoil 
section was chosen due to its good off-angle performance and 
relatively low moment. The airfoils were cast from low-density 
epoxy to reduce their moment of inertia. A coupled inviscid-
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Percent of Blades Moved 
Fig. 3 Calculated blade stagger angle change required to generate a 
given first harmonic axial velocity perturbation as a function of the frac­
tion of the blade row actuated 

Stator 

Fig. 4 Compressor flow path 

viscous solution of the flow over the blades indicated that the 
boundary layers would stay attached at angles of attack up to 
15 deg (Drela, 1988). 

In this experiment, blade actuation torque requirements are 
set by the airfoil inertia since the aerodynamic forces are small. 
Both hydraulic and electric actuators are commercially avail­
able with sufficient torque and frequency response. Hollow 
core d-c servomotors were selected because they were consid­
erably less expensive than the equivalent hydraulic servos. The 
blades and motors have roughly equal moments of inertia. 

For a given IGV solidity, the number of actuators required 
can be reduced by increasing the blade chord, but this is con­
strained by actuator torque and geometric packaging. The final 
IGV design consists of 12 untwisted oscillating airfoils with 
an aspect ratio of 0.9 and a solidity of 0.6 (Fig. 4). The complete 
actuation system has a bandwidth of 80 Hz (approximately 
eight times the fundamental rotating stall frequency) at plus 
or minus 10 deg of airfoil yaw. The flow angle distribution 
measured at the rotor leading edge station (with the rotor 
removed) for a stationary 10 deg cosine stagger pattern of the 
IGVs is compared in Fig. 5 to a prediction of the same flow 
made by Silkowski (1990). 

The control law implemented for the tests described here is 
a simple proportionality; at each instant in time, the nth spatial 
mode of the IGV stagger angle perturbation is set to be directly 
proportional to the nth mode of the measured local velocity 
perturbation. The complete control loop consisted of the fol­
lowing steps. First, the sensor signals are digitized. Then, a 
discrete Fourier transform is taken of the eight sensor readings. 
The first and/or second discrete Fourier coefficients are then 

, Calculated Flow Angle 

, Measured Flow Angle 

120 240 360 
Circumferential Position (Deg) 

Fig. 5 A comparison of the measured and calculated flow angle gen­
erated 0.3 chords downstream by a 10 deg cosine stagger pattern dis­
tribution of 12 inlet guide vanes 
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Fig. 6 Hardware components of actively stabilized axial flow com­
pressor 

multiplied by the (predetermined) complex feedback gains for 
that mode. Next, an inverse Fourier transform is taken that 
converts the modal feedback signals into individual blade com­
mands. These, in turn, are then sent to the individual digital 
motor controllers. Additional housekeeping is also performed 
to store information for post-test analysis, limit the motor 
currents and excursions (for mechanical protection), and cor­
rect for any accumulated digital errors. 

The controller hardware selection is set by CPU speed re­
quirements (main rotating stall control loop and individual 
blade position control loops), I/O bandwidth (sensor signals 
in, blade positions out, storage for post-test analysis), oper­
ating system overhead, and cost. The final selection was a 
commercial 20 MHz 80386 PC with coprocessor. A multi­
plexed, twelve-bit analog to-digital converter digitized the fil­
tered hot-wire outputs. The d-c servomotors were controlled 
individually by commercial digital motion control boards. Us­
ing position feedback from optical encoders on the motors, 
each motor controller consisted of a digital proportional, in­
tegral, derivative (PID) controller operating at 2000 Hz. The 
entire control loop was run at a 500 Hz repetition rate. Motor 
power was provided by 350-W d-c servo amplifiers. The com­
plete hardware arrangement is shown in Fig. 6. 

Open-Loop Compressor Response 
The inputs and outputs that characterize the fluid system of 

interest (the compressor and associated flow in the annular 
region) are the inlet guide vane angles (inputs) and the axial 
velocity distribution (outputs). In the present configuration 
this consists of twelve inputs (twelve inlet guide vanes) and 
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Fig 
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Input Wave Rotation Freq. Normalized by Rotor Freq. 

7 Measured open-loop response of the first spatial mode of the 
compressor to a 10 deg IGV stagger rotating sine wave excitation 

eight outputs (eight hot wires) so that the system is multiple 
input-multiple output. Because the disturbances of interest are 
of small amplitude, the system behavior can be taken as linear 
and we can express the spatial distribution of the input and 
output perturbations (or indeed of any other flow perturba­
tions) as a sum of spatial Fourier components, each with its 
own phase velocity and damping. This representation, which 
is consistent with Eq. (2), allows us to treat the disturbances 
on a harmonic-by-harmonic basis, and reduces the input-out­
put relationship to single input-single output terms for each 
spatial mode, an enormous practical simplification. 

The complex spatial Fourier coefficient for each mode n is 
given by 

C„ 
' K 2

 F*exP 
link-K 

K 
(5) 

where K is the number of sensors about the circumference 
(eight in this case), and Vk is the axial velocity measured at 
angular position k. The magnitude of Cx is thus the amplitude 
of the first harmonic at any time; its phase is the instantaneous 
angular position of the spatial wave Fourier component. 

An important concept in the present approach is the con­
nection between rotating stall and traveling wave type of dis­
turbances in the compressor annulus. In this view, the wave 
damping and the compressor damping are equivalent and de­
termine whether the flow is stable. At the neutral stability 
point, the damping of disturbances is zero, and close to this 
point, the damping should be small. (The measurements given 
by Gamier et al. (1991) show this.) Thus, for a compressor 
operating point near stall, the flow in the annulus should be­
have like a lightly damped system, i.e., should exhibit a res­
onance peak when driven by an external disturbance. As with 
any second-order system, the width of the peak is a measure 
of the damping. 

The present apparatus is well suited to establishing the forced 
response of the compressor, since the individual inlet guide 
vanes can be actuated independently to generate variable fre­
quency traveling waves. The sine wave response of the com­
pressor was measured by rotating the ± 10 deg sinusoidal IGV 
angle distribution shown in Fig. 5 about the circumference at 
speeds ranging from 0.05 to 1.75 of rotor rotational speed. 
Figure 7 shows the magnitude of the first spatial Fourier coef­
ficient (as a percentage of the mean flow coefficient) as a 
function of input wave rotation frequency, i.e., the transfer 
function for the first spatial mode. 

10"2 10"1 10° 
Frequency, Normalized to Rotor Revolutions 

Fig. 8 The influence of proportional feedback control on the power 
spectral density (PSD) of the first spatial mode of the compressor at 
two feedback phase angles (/3,) versus the behavior with fixed IGVs 

The peak response to the forcing sine wave is seen in Fig. 
7 to be at 23 percent of the rotor rotation frequency. This is 
close to the frequency observed for the small amplitude waves 
without forcing (20 percent) and for the fully developed ro­
tating stall (19 percent). This behavior supports the view stated 
previously that the compressor behaves as a second-order sys­
tem. 

Closed-Loop Experiments—Rotating Stall Stabilization 
of the First Fourier Mode 

While the open-loop experiments described above are of 
interest in elucidating the basic structure of the disturbance 
field in the compressor annulus, this work is principally aimed 
at suppressing rotating stall using closed-loop control. To as­
sess this, experiments were performed using a control scheme 
of the form 

where 
[^YlGVjmh mode — Z„C„ 

Z„ = R„e,l: 

(6) 

(7) 

In Eqs. (6) and (7), 5YIGV is the change in inlet guide vane 
stagger angle. The quantity Z„ is the complex feedback gain 
for the nth Fourier mode (nth spatial harmonic component of 
the disturbance), with R„ the amplitude and ft, the phase angle 
between the measured axial velocity spatial harmonic (0.5 radii 
upstream of the rotor) and the input inlet guide vane angular 
position spatial harmonic. The influence of feedback ampli­
tude (R„) and phase (ft,) were established with a set of para-
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Fig. 9 Influence of feedback control phase angle (/3,) on the strength 
of the first spatial mode of the flow in the compressor at 0 = 0.475 
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Fig. 10 Influence of feedback control phase angle (0,) on the flow 
coefficient at which the compressor goes into rotating stall 

metric experiments carried on at a flow coefficient (#) close 
to stall, in a region of marginal flow stability. 

Data are shown in Fig. 8 in the form of the power spectral 
density (PSD) of the first spatial mode axial velocity disturb­
ance (Cj) at two control phase angles 030, 0 and 45 deg. The 
operating point is fixed at a normally stable flow coefficient 
of # = 0.475 (stall without control occurs at # = 0.430). For 
each phase, spectra are shown with feedback control and with 
no control (vanes stationary at zero flow angle). The rotating 
disturbance is evident in the strong peaks at 23 percent of rotor 
rotation frequency. The height of the peaks is a measure of 
the strength of the rotating waves. The scales are dimensional 
but all plots are to the same scale so they can be compared 
directly. The difference between the peak heights with no con­
trol in the two cases is due to finite sampling time, i.e., to 
differences in the ambient disturbance levels during the sam­
pling period. 

At 0 deg phase angle, the peak at 0.23 frequency is higher 
with active control than with fixed vanes, implying that the 
feedback control at this phase is amplifying the rotating dis­
turbance waves (i.e., making them less stable). At 45 deg phase 
angle, however, the peak with control is lower than that with 
fixed vanes, implying that control is attenuating the waves in 
this case. Thus, the ratio of the height of the peak in the PSD 
with and without control (i.e., the wave amplification) is a 
measure of the effectiveness of the feedback in influencing the 
traveling wave's stability. The influence of controller phase 
(0i), at fixed gain, on the wave amplitude ratio was experi-
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Fig. 11 Nondimensional pressure rise ($) versus mass flow (0) char­
acteristic showing the measured influence of feedback control of the 
first spatial mode on compressor operating range 

mentally evaluated for phase shifts between 0 and 360 deg, as 
shown in Fig. 9. For phases between 0 and 150 deg, the waves 
are attenuated, while the waves are amplified for phase angles 
between 160 and 350 deg. The maximum attenuation found 
was roughly 30 at /3j = 75 deg, and the maximum measured 
amplification of a factor of 1300 occurs at /3i = 275 deg. Be­
tween ft, = 290 and /?i = 345, the system is unstable (i.e., goes 
into rotating stall). 

If wave stability is equivalent to compressor stability, then 
compressor stability should be enhanced for control phases at 
which the waves are attenuated and should be decreased when 
the waves are amplified. This is indeed the case as illustrated 
in Fig. 10. Here, the flow coefficient (#) at which the com­
pressor goes into rotating stall as the compressor throttle is 
very slowly closed (d<j)/dt = 2x10" Vrotor revolution) is shown 
as a function of controller phase angle (/?(). Depending upon 
the phase, the control changes the stalling flow coefficient by 
as much as ± 11 percent. Comparison of Figs. 9 and 10 makes 
clear the connection between wave damping and rotating stall. 
Rotating stall is suppressed when the waves are damped and 
is promoted when the waves are amplified. 

Figure 11 shows the influence of control of the first spatial 
harmonic wave in a more familiar form of nondimensional 
pressure rise (^) versus nondimensional mass flow (flow coef­
ficient, 4>) at constant corrected compressor speed. With fixed 
inlet guide vanes (no control), the compressor stalls at <£ = 0.43. 
With feedback control at the most effective phase found (/?i = 60 
deg), the stalling flow coefficient is # = 0.38, 11 percent lower. 
At the phase producing the highest measured wave amplifi­
cation (/3j =275 deg), the stalling flow coefficient is 0.475. 

Time-Resolved System Behavior. Much can be learned 
from examining the time-resolved behavior of the controlled 
compressor as the throttle is slowly closed at a controller phase 
(/3i) of 60 deg. The overall system behavior is shown in Fig. 
12. Here, the onset of stall occurs at a nondimensional time 
of 0. Prior to that time, the sensor output is small relative to 
the rotating stall amplitude. The actuators, however, are clearly 
producing a traveling wave. (The actuator response to the 
rotating stall after stall onset is due to the light damping of 
the blade servos.) 

The time evolution measured by a single sensor is shown in 
Fig. 13. For this compressor with no control (Fig. 13a), the 
rotating stall grows quite slowly. With control of the first 
spatial mode (Fig. 136), the growth is much faster. (Note that 
this occurs at a lower flow coefficient than Fig. 13a.) Further, 
the disturbances with control have twice the frequency as in 
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(a) Sensor Output J 20 m/s No Control 
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10 

Fig. 12 Time history of compressor sensor output (a) and actuator 
response (b) with first spatial mode control as the throttle is very slowly 
closed. Rotating stall onset is at a time of 0. 

-©-

t 

2 
I 

1 
-30 -20 -10 

Time, Rotor Revolutions 
10 

Fig. 13 
as the 

The influence of control on the time history of a single sensor 
throttle is slowly closed to stall the compressor 

the no-control case. This is due to the primary disturbance 
now being a two-cell rotating stall, i.e., the second spatial 
mode. 

The influence of first mode control on the disturbance modal 
structure is illustrated in Figs. 14 and 15, which show dis­
turbance phase and amplitude versus time. A linear variation 
of phase with time indicates that the disturbance is propagating 
at constant speed. Without control (Fig. 14), both the first and 
second spatial modes are evident in both magnitude and phase 
for 40 rotor revolutions before stall. The first mode is clearly 
the strongest everywhere and the fully developed stall is an 

i 
-40 -30 -20 -10 

Time, Rotor Revolutions 
Fig. 14 Time history without control of the first two Fourier coefficients 
as the throttle is slowly closed to stall the compressor at f = 0 revs 

5-0.6 
With 1st spatial Mode Control 

-30 -20 -10 
Time, Rotor Revolutions 

Fig. 15 Same as Fig. 14, but with control of the first spatial mode 

admixture of both modes. When the first spatial mode is con­
trolled (Fig. 15), it is the second that is stronger prior to stall, 
and predominates in the fully developed rotating stall. 

Control of the Second and Third Spatial Modes. Since the 
second spatial mode appears predominant when the first mode 
is under control, it makes sense to control the second mode 
as well. The effect of simultaneous control of the first two 
spatial modes on compressor stalling pressure rise is shown in 
Fig. 16. With both modes under the control, the compressor 
does not stall until a flow coefficient of <l> = 0.35, an 18 percent 
increase in operating range over the no-control case. Exami­
nation of the time behavior of the Fourier coefficients, as the 
compressor throttle is slowly closed (Fig. 17), shows that, prior 
to stall, the first and second modes are of about equal strength. 
At the stall point, the second-mode growth is initially more 
rapid but fully developed stall is predominantly the first mode. 
This suggests that (nonlinear) mode coupling is important as 
the wave matures. Nevertheless, controlling the third spatial 
mode extends the stable flow range down to 4> = 0.33, a 23 
percent improvement over the no-control case. Control of the 
fourth spatial mode was not attempted due to poor signal-to-
noise ratio. 

System Identification 
The measurements presented have been for a compressor 

with a simple proportional control law, one whose rationale 
is based on a linear theory as summarized by Eq. (4). There 
are many analytical tools now available to design more so­
phisticated control schemes with, it is hoped, improved per-
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formance. The success of the control design, however, will be 
based in no small part on the fidelity of the system model 
assumed for the compressor. Also, we are interested in un­
derstanding more about the compressor fluid mechanics. The 
apparatus assembled for the active control experiment is well 
suited to quantitatively establishing the dynamic response of 
the compressor by directly measuring its transfer function. 

The magnitude behavior of the compressor response to IGV 
motion was given in Fig. 7. This behavior can be put into a 
more complete form, and compared to at least the structure 
of the fluid dynamic model, by plotting the phase and mag­
nitude (Bode diagram) of the transfer function between the 
first Fourier coefficient of IGV motion and the first Fourier 
coefficient of the resulting axial velocity perturbations. This 
transfer function has both a magnitude and a phase, which 
results from both spatial and time lags between the input and 
output. We expect the behavior of this system based on the 
modeling described earlier to be that of a second-order system. 
This should be easily identifiable from experiments such as a 
rotating sine wave response, for example. 

We can express the fluid model of Eq. (4) in more convenient 
transfer function form as 

H s+(A+Bi) 
67 s+{C+Di) (8) 

where s is the Laplace transform variable. The complex form 
of this transfer function gives rise to second-order behavior in 
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the measured variables, as mentioned previously. The advan­
tage of this form is that it uses the minimum number of pa­
rameters to completely specify the transfer characteristics of 
the system. A linear regression type fit (Lamaire, 1987) can be 
done for the parameters K,A,B, C, and D. This gives rise to 
the results shown in Fig. 18, where it can be seen that the 
response characteristics in the experiment are mimicked by the 
model. We have obtained this type of fit using various types 
of IGV inputs: rotating waves, stationary waves with oscillating 
amplitudes, and stationary waves with random amplitudes. As 
would be expected in a linear system, the input-output behavior 
is unaffected by such variations in the character of the input. 
It should be noted, however, that the shape of the compressor 
response does change with operating point; thus the numerical 
values of K, A, B, C, and D are functions of flow coefficient. 
More details on this system identification can be found from 
Paduano et al. (1992). Overall, the fit of the second-order 
model to the measurements is very good. 

In summary, the fidelity of the model fit to the data in Fig. 
18 indicates that the structure of the fluid model of Eq. (4) is 
appropriate for this compressor at the flow conditions ex­
amined. 

Discussion 

The most important point of this paper is that these exper­
iments demonstrate that it is physically possible to control 
rotating stall actively in an axial flow compressor and, by doing 
so, obtain a useful extension in compressor operating range. 
A second point is that these experiments more firmly establish 
a clear link between low amplitude circumferentially propa­
gating disturbances prior to stall and fully developed rotating 
stall—when the disturbances are suppressed, rotating stall is 
prevented. This initial attempt to control rotating stall is en­
couraging. As is often the case, however, these results raise 
many more questions than they answer. These questions thus 
suggest future research directions. 

The control law used in the experiments reported herein is 
quite simple. Considerable effort is being spent on the design 
of more sophisticated, and it is hoped more effective, con­
trollers. The controllers can be useful in two ways: first, in 
extending compressor performance and, second, in elucidating 
the details of the dynamic behavior of the compression system. 

At the moment, we do not have a quantitative explanation 
for the experimentally observed limit to control effectiveness 
on this compressor (i.e., why is there a 23 percent flow range 
improvement rather than a 10 or 30 percent improvement). 
Preliminary investigations show that, insofar as the linear sys-
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tern analysis exemplified by Eq. (8) is concerned, the bandwidth 
and actuator authority limits of the current system have not 
yet been reached. Another possibility is that higher order modes 
may drive the instability. Various other nonlinearities can be 
important. Also, at some flow coefficients, the assumptions 
that underlie the wave model (Eq. (4)) and the actuation scheme 
chosen may cease to be valid (i.e., two-dimensional flow). 
Work is ongoing to address these questions. 

There are also more general issues raised that go beyond the 
behavior of this particular compressor. We have no basis on 
which to extrapolate rotating stall control quantitatively be­
yond the machine tested. We note, however, that the wave 
behavior exploited in this control scheme has been observed 
of other low and high-speed compressors by McDougall and 
Gamier. Thus, we might expect that those machines could be 
controlled in a similar fashion to a greater or lesser degree. 
This question can only be addressed in substance by experi­
mental investigation of other builds of this compressor and of 
other compressors. A second approach is to reconcile the sys­
tem behavior quantitatively such as observed experimentally 
in Fig. 18 with a first principles fluid mechanic model related 
to compressor geometry as exemplified by Eq. (4). This would 
facilitate more accurate predictions of compressor behavior 
with control. Work is ongoing in both areas. 

Another concern is the generality of the rotating stall model. 
Certainly such assumptions as two-dimensionality and incom­
pressible flow are of limited applicability. These models can 
and are being made more elaborate as fidelity with experi­
mental data requires. It is important to emphasize here that 
the concept of active control of compressor instabilities is not 
dependent on the accuracy of any particular mathematical 
model or conceptual view of the flow in a compressor. The 
model is there to provide a framework about which to design 
a control system. Any model would do (assuming it was an 
accurate representation of the fluid mechanics), although cer­
tainly some formulations are much more tractable for control 
design than others. 

Actuation schemes are also important since they influence 
both the effectiveness of control and the complexity and dif­
ficulty of implementation. The approach adopted here was 
chosen mainly on the basis of minimum technical risk. Many 
other techniques can be considered and each must be quan­
titatively evaluated in terms of control authority and imple­
mentation difficulty for a particular installation. Research 
efforts in this area may be fruitful. 

As a final point, we would like to comment on the inter­
disciplinary nature of this research. The effort to date has been 
successful due to the work of both compressor and controls 
engineers and it has been challenging for both specialties. In 
the past several years, we have spent considerable time learning 
how to talk with each other and can report that the effort 
appears so far to be rewarding. 

Conclusions 
Rotating stall in a low-speed axial compressor has been sup­

pressed using active feedback control. To date, a 23 percent 
gain in compressor mass flow range has been achieved. The 

measured dynamic behavior of the compressor has followed 
trends outlined by a two-dimensional compressor stability 
model. These results reinforce the view that, the compressor 
stability is equivalent to the stability of low-amplitude waves, 
which travel about the machine circumferentially. 

This is a progress report on an ongoing effort. The results 
so far indicate that active control of large-scale fluid mechanic 
instabilities such as rotating stall in axial compressors is very 
promising. Much work still needs to be done to assess the 
practical applicability of these results. 
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Evaluation of Approaches to Active 
Compressor Surge Stabilization 
Recent work has shown that compression systems can be actively stabilized against 
the instability known as surge, thereby realizing a significant gain in system mass 
flow range. Ideally, this surge stabilization requires only a single sensor and a single 
actuator connected by a suitable control law. Almost all research to date has been 
aimed at proof of concept studies of this technique, using various actuators and 
sensor combinations. In contrast, the work reported here can be regarded as a step 
toward developing active control into a practical technique. In this context, the 
paper presents the first systematic definition of the influence of sensor and actuator 
selection on increasing the range of stabilized compressor performance. The results 
show that proper choice of sensor as well as actuator crucially affects the ability to 
stabilize these systems, and that, overall, those actuators most closely coupled to 
the compressor (as opposed to the plenum or throttle) appear most effective. In 
addition, the source of the disturbances driving the system (for example, unsteady 
compressor pressure rise or unsteady combustor heat release) has a strong influence 
on control effectiveness, as would be expected for a controls problem of this type. 
This paper both delineates general methodologies for the evaluation of active com­
pressor stabilization strategies and quantifies the performance of several approaches 
that might be implemented in gas turbine engines. 

Introduction 
The stable operating regime of a compressor installed in a 

jet engine (or any pumping system) is often limited by the onset 
of large-amplitude fluctuations in mass flow and pressure rise 
known as surge. Due to the loss of performance and thrust, 
as well as possible mechanical and thermal loads, surge is an 
important factor in compressor design and operation. 

Surge is understood to be the lowest order natural oscillatory 
mode of the compression system (Greitzer, 1981) and exper­
iments show that small-amplitude, linear disturbances can 
quickly grow into large amplitude, fully developed surge (Fink, 
1992). Epstein et al. (1989) proposed that surge could be pre­
vented by actively damping these disturbances while their am­
plitude was low. In this approach, the unsteady perturbations 
are directly influenced and the mean operating parameters are 
virtually unaltered. Epstein et al. gave some discussion of the 
mechanism of this stabilization and commented that various 
feedback schemes actually differ in how the instability is sup­
pressed. 

Active stabilization has now been demonstrated experimen­
tally for centrifugal compressors by several investigators, for 
example, Ffowcs Williams and Huang (1989) and Pinsley et 
al. (1991). Gysling et al. (1991) also showed that significant 
gains in mass flow range can be realized using a tailored struc­
ture to provide the feedback path. These studies also showed 
that a lumped parameter model of the pumping system cap-

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Col­
ogne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 11, 1992. Paper No. 92-GT-182. Associate Technical 
Editor: L. S. Langston. 

tured the essential dynamics of the surge process in the ma­
chines investigated, and this will be the approach taken here. 

For example, Fig. 1 shows experimental and analytical re­
sults taken from Pinsley et al. (1991) and Gysling et al. (1991), 
compared to the results for no control. All the results are for 
a centrifugal turbocharger at a pressure ratio of roughly two. 
The surge point without control as well as with feedback is 
also indicated. An active compressor stabilization system con­
ceptually consists of sensors to detect fluid disturbances within 
the compression system, actuators to introduce desired per­
turbations, and a suitable control law connecting the two. 
Theoretically, surge requires only a single sensor and actuator, 
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<n 

0. 

Downstream Throttle 
& Plenum Pressure 

A Surge Point 

1 1 1 
0.0 0.1 0.2 0.3 

Mass Flow, <j> 
Fig. 1 Centrifugal compressor flow range using different control 
schemes (data of Pinsley et al. (1991), Gysling et al. (1991), and Simon 
(1992)) 
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Table 1 Sensing and actuation options considered 

Actuation 

Injection in compressor duct 

Valve close-coupled to compressor 

Plenum bleed valve 

Plenum heat addition 

Variable plenum volume 

Variable inlet geometry 

Fast inlet guide vanes 

Tangential inlet injection 
Auxilliary compressor stage 

Plenum mass injection 

Inlet duct bleed 

Sensing 

Inlet mass flow 

Plenum pressure 
Compressor face Ptota[ 

Compressor face Psiatic 

Plenum temperature 

with many choices available for their type and location. Sensors 
may measure pressure, mass flow, velocity, or temperature 
within the compressor duct upstream or downstream of the 
compressor, in the plenum, or at the throttle. Similarly, there 
are many methods to introduce unsteady fluid perturbations: 
varying throttle area, moving a plenum or duct wall, intro­
ducing or bleeding off mass flow, varying the heat addition 
in the plenum (when it is a combustor), as well as introducing 
a variable throttle between the compressor and plenum, to 
name a few. A representative list of sensing and actuation 
options in Table 1. 

The purpose of this paper is to show that selection of sensor 
and actuator type and location is a critical factor in determining 
the effectiveness and practicality of an active stabilization sys­
tem. Because of the practical interest in this question, the paper 
presents a methodology to compare different implementation 
alternatives and carries out this comparison for a number of 
candidate strategies. Comparing the performance of active 
compressor surge stabilization systems is difficult in that there 
are many sensor-actuator pairs conceivable. When coupled to 
the compressor, each forms a different physical system, with 
differing dynamic behavior, physical limitations, and overall 
performance. The steps included in the comparison of different 
control strategies are thus as follows: 

Analytical models of specific systems are developed to elu­

cidate the relative performance sensitivities to nondimensional 
system parameters. 

Numerical calculations are carried out to quantify the limits 
to control of various sensor-actuator pairs when connected by 
a simple proportional control law. 

Optimal control theory is used to evaluate the physical limits 
to control given perfect measurements of the system state. 

It may be useful to mention two factors that bear on the 
overall viewpoint and scope of the present work. First, we note 
that the general problem of actuator/sensor selection has been 
considered by a number of researchers in other applications 
(see, for example, Norris and Skelton, 1989; Schmitendorf, 
1984; Muller and Weber, 1972), and these approaches should 
certainly be considered in future investigations of this type. 
For the present purposes, it was thought useful to obtain quan­
titative comparisons in a manner more closely related to the 
concepts and thinking of the turbomachinery community. The 
methodology followed here was developed to this end. 

Second, the goals of this work are to make clear the large 
influence that implementation (sensor-actuator selection) has 
on the effectiveness of active compressor control and to elu­
cidate physical limitations on active control. We thus do not 
consider all possible active control systems but select those that 
may be most readily implemented in various gas turbine sys­
tems. 

Compressor System Modeling for Control 
We use a standard lumped parameter model of compression 

system dynamics (Greitzer, 1981) following the geometry of 
Fig. 2(a), This model incorporates the following assumptions: 
one-dimensional, incompressible flow in the compressor duct; 
compressor considered as a quasi-steady actuator disk; pres­
sure in the plenum is spatially uniform but varying in time and 
flow velocity is negligible; throttle behavior is quasi-steady. 
The temporal (T) behavior of the nondimensional plenum pres­
sure rise (i/<) and nondimensional mass flow (or flow coeffi­
cient) ($) can then be described as: 

-J = B(*c(<t>)-t) 
dr 

d\L 1 

(la) 

(lb) 

for the system without active control. Equation (la) expresses 

Nomenclature 

a = 
Ac = 

A.w = 
B = 

CP = 

cv = 

E = 
E* = 

K = 
£ = 

m = 
m = 

mc = 

mCe = 

speed of sound 
compressor flow through area 
area of movable plenum wall 
compressor stability pararrte-
ter = (Ur/2a) ^V/(AC£C) 
specific heat at constant pres­
sure 
specific heat at constant vol­
ume 
energy of gas in plenum 
dimensionless energy of gas 
in plenum = C„Tp/paVpCvTa 

proportional gain 
equivalent length = Jo Ac/ 
A(x)dx 

mass of gas in plenum 
dimensionless mass_of gas in 
plenum = ppVp/paVp 

dimensionless slope of com­
pressor speed line = d^rc/d^ 
dimensionless slope of equiv-

mT = 

mTe 

Mj- = 

P = 
* 

PP = 

Q = 

e* = 

alent compressor speed line 
formed by compressor in se­
ries with close-coupled valve 
= d/d4> (*c - Vcc) 
dimensionless slope of throt­
tle pressure drop versus flow 
characteristic = l/(d<&T/d^r) 
dimensionless slope of equiv­
alent throttle characteristic 
for parallel combination of 
throttle and plenum bleed 
valve = 1/(3(*T + * 6 ) /d¥) 
impeller tip Mach number = 
UT/aa 

absolute pressure 
plenum pressure ratio = pp/ 
Pa 
heat release rate 
dimensionless heat release 
rate = Q/PaUTAcCpTa 

R = gas constant for ideal gas = 
C — C 
^p ^v 

S = Laplace transform variable 
AT0C = total temperature rise across 

compressor 
AT^C = dimensionless total tempera­

ture rise across compressor 
ATtc = AT0C/Ta 

t = time 
tw = first-order constant for mov­

able plenum wall 
C = dimensionless first-order lag 

time constant for movable 
plenum wall = twuH 

u = control input signal 
UT = impeller tip speed 
v„ = velocity of movable wall 
V = slope of valve characteristic 

= di/da 
V* = dimensionless plenum volume 

= 'V/V 
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Fig. 2 Lumped parameter compression system: (a) no control; (b) with 
sensor in inlet and close-coupled valve actuator control system 

a one-dimensional momentum balance in the compressor duct. 
Equation {lb) represents the mass balance for the plenum. 
The compressor characteristic, ^ ( 0 ) , gives the nondimen­
sional compressor pressure rise as a function of the flow coef­
ficient, <t>, and the throttle characteristic, $T(*P)< represents the 
throttle pressure drop. The nondimensional quantity B, de­
fined as (Ur/2a) \fV/(Ac£c), can be regarded as a measure 
of the ratio of plenum compliance to duct inertia. B will be 
seen to be of importance in determining control effectiveness. 

To describe actively controlled systems, we must account 
for the influence of actuators on system performance, represent 
sensor measurements, and incorporate a feedback law. Each 
choice of sensor-actuator pair results in a distinct system with 
different dynamics. Because the detailed derivation of the sys­
tem equations is fairly lengthy, we shall derive the characteristic 
equations for one particular system to illustrate the idea, and 
present only results for the other systems. 

Suppose a total pressure probe at the compressor inlet is 
used as the sensor, and a valve that modulates the compressor 
exit area is selected for the actuator. This actuator will be 
referred to as the close-coupled valve (Fig. 2b). The basic 
model of Fig. 2(a) must be modified to include the valve 
pressure drop in the compressor duct momentum balance. 
Because the instantaneous mass flow through the compressor 
is the same as the flow through the close-coupled valve, the 
equations that describe the system are now: 

d<b 

dr 
•#„(</>, <*«•)) 

^ ( 0 -
dr B VV rW) 

(2a) 

2(b) 

Comparison with Eqs. (1) shows that the original system has 
been modified by the introduction of a control term, ^cc(<t>, 
acc), which represents the pressure drop through the close-
coupled valve as a function of flow through the valve, 4>, and 
valve fraction open, acc. To include the sensor measurement 
in the model, the following output equation is formed: 

</-<B = *cc(4>, <*cc) - * c ( 4 > ) + </-, 

which expresses the total pressure, fe, at the compressor face, 
as a function of the state variables, <f>, \p, and the input variable 
acc. 

For small perturbations from equilibrium, which we denote 
as 4> and \p, the system dynamics and measurement equation 
can be approximated by the linear system 

d_ 

dr 

B 
d<j> 

I 
B 

-B 

l / 3 * r d% 

B\d\P + 9^ 

-B 
Ha 
dar. 

$02 = 
d<j> ~ d4> 

99a 

dan 

&cc (3a) 

(3b) 

Nomenclature (cont.) 

V* = dimensionless commanded 
rate of change of plenum vol­
ume 

W = dimensionless term relating 
changes in plenum volume to 
plenum pressure = 2pp/Mjpa 

x = vector of system states 
ai, = bleed valve fraction open 
acc = close-coupled valve fraction 

open 
ad = desired (commanded) valve 

fraction open 
ratio of specific heats 
damping ratio 
dimensionless rate of change 
of plenum volume = A „vw/ 
UTAC 

density 
T = dimensionless time = toiH 

4> = flow coefficient = m/paUTAc 

$ = function giving dimensionless 

7 

P = 

*oj — 

•qr = 

* cc 

* c = 

A*d = 

A*„ = 
% = 
coc = 

flow through valve as func­
tion of pressure and valve 
area 
plenum pressure coefficient 
= (PP - Pa)/(\/2paUr) 
mass injector supply pressure 
coefficient = (p0j - pa)/( 1/ 
2 PaU\) 
dimensionless total pressure 
drop across close-coupled 
valve = ^iQM>, acc) 
dimensionless pressure rise 
versus flow characteristic of 
compressor, ^c(<£) 
downstream injector charac­
teristic; *rf = *02 - Voj 
upstream injector characteris­
tic; ¥„ = ¥oi - *oj 
Helmholtz frequency 
filter cut-off frequency 

Superscripts 
= perturbation quantity 
= first derivative with respect to 

time 
= second derivative with respect 

to time 
= time mean quantity 

Subscripts 
a = 
b = 
c = 

cc = 
J = 
p = 
T = 
1 = 
2 = 

0 = 

ambient 
bleed valve 
compressor 
close-coupled valve 
injector jet 
plenum 
throttle or impeller tip 
compressor duct inlet 
compressor duct downstream 
of injector 
total 
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which results from retaining only first-order terms in a standard 
Taylor series expansion about equilibrium. In a similar fashion, 
linear time domain models may be obtained for other sensor-
actuator pairs. 

The behaviors of systems with different sensor-actuator pair­
ing are most clearly revealed from their transfer functions, 
which are defined as the ratio of the Laplace transformed 
system output (sensor signal, 0̂2) to input (actuator motion, 
acc). For the present example, the transfer function, G($), is 

mCeBT\s + -

G(s)A 
Bm-

CtK(s) 
s2 + 

1_ 

BmT 
BmCe\s+ 1 -

mT 

(4) 

In Eq. (4), 5 is the Laplace transform variable, mCe = d(¥c 
- ycc)/d<t> is defined as the equivalent compressor slope for 
the combined valve and compressor; mT = l/(d$T/dip) is the 
slope of the throttle pressure drop versus flow characteristic, 
and T — - d^cc/dacc relates changes in valve area to valve 
pressure drop. 

Open loop transfer functions for three different actuators 
and four different sensors illustrated in Fig. 3 are presented 
in Table 2. The transfer functions for all the sensor-actuator 
pairs in Table 2 have the same denominator polynomial (de-

Q Heat Addition 

Close-Coupled 
Valve v 

^ 

Plenum 
Bleed Valve 

X 

y 
Injector 

Static Pressure, 
Total Pressure, 

Velocity 
(3 different sensors) 

CSteady-State 
Throttle 

t t t 
\ \ I 

Moving Plenum Wall 

Plenum 
Pressure 

Fig. 3 
o Sensor Locations 

Actuators and sensors selected tor evaluation 

noted as D(s) and given below the table), but the numerator 
polynomials differ. The inherent differences are thus captured 
by the latter. For generality, the expressions given in Table 2 
use the equivalent throttle slope mTe of a throttle in parallel 
with a bleed valve. If no bleed valve is used, mT = mTe. 

Feedback Stabilization. For feedback stabilization, one 
measures the system output, compares it with some desired 
reference level, determines the error and computes an input 
signal (command to the actuator) based upon this error to 
drive the.error towards zero. If this can be successfully ac­
complished, the system output will be maintained close to the 
desired value, which normally implies that the system is stable.' 
The relationship between the system error signal and the ac­
tuator command is called the control law, and may be dynamic 
(involving differential equations) or static (using only algebraic 
relationships). In this section, we will use the simplest control 
law, a proportional relationship between input and output, to 
elucidate effects of actuator and sensor selection, but in a 
subsequent section, we will examine the impact of the form 
of the control law. 

Stability Modification Using Proportional Con­
trol. System stability under the influence of a proportional 
control law is determined from the roots of the closed loop 
characteristic equation (this is derived in many texts: see, for 
example, Ogata, 1970; Di Stefano et al., 1990; Van de Vegte, 
1990): 

GD(s)+KGN(s)=0 (5) 

In Eq. (5), GN(s) and GD(s) are the numerator and denom­
inator polynomials, respectively, of the transfer function given 
in Table 2 and the gain, K, is a real constant of proportionality 
in the control law. The system will be stable if and only if all 
the roots of the characteristic equation have strictly negative 
real parts. For the present case, where the characteristic equa­
tion is a second-order polynomial, that is equivalent to re­
quiring all the coefficients in the equation to be strictly positive. 

Equation (5) is the sum of two terms, GD(s) and KGN(s). 
When the control is off (K set to zero), stability is determined 

'it is possible, in special cases, for a system to have an instability that cannot 
be seen in a particular sensor's output. However, if a system is detectable 
(Kwakernaak and Sivan, 1972), as is almost invariably the case, this type of 
pathological behavior cannot occur. 

Table 2 Open loop transfer functions (numerator shown in table; denominator, D(s), given below) 

Actuator 

Sensor 

Compressor 
Mass Flow 

Plenum Pressure 

Compressor Face 
Total Pressure 

Compressor Face 
Static Pressure 

Close-Coupled Valve 

RTl" 1 1 \ 
\ BmTJ 

D(s) 

D(s) 

T" I» l 1 1 
\ BmTej 

D(s) 

D(s) 

Plenum Bleed Valve 

D(s) 

-V-Os-Bmce) 

D(s) 

B 
D(s) 

- ^ ( s + 2<j>B) 

D(s) 

Moveable Wall 

WB 
D(s) 

- W ( s - B m c e ) 
D(s) 

-Ws 
D(s) 

-W (s + 2(j)B) 
D(s) 

D U . ^ - B n ^ l l - a * 
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from the roots of GD(s) only, and is the same whatever the 
actuator-sensor pair. As gain K is increased from zero, system 
stability becomes increasingly modified by the KGN(s) term, 
and because the various actuator-sensor pairs have different 
numerator polynomials, GN(s), the effect of feedback 
also varies. This is best illustrated by several specific examples. 
The first two examples show the effect of sensor type, whereas 
comparison between behavior in the second and third illustrates 
the impact of the actuator. 

Example 1: Close-Coupled Control Valve With Mass Flow 
Measurement. Using the appropriate transfer function from 
Table 2, substituting into the characteristic Eq. (5), and rear­
ranging results in a characteristic equation of the form 

s2 + 
1 

KBmTe 

For stability we require 

BmCe + KBT\s+(l-^ + —) =0 (6) 
/ \ mTe mTE) 

1 
Bm7 

-BmCe + KBT\ > 0 

and 

, mCe KT\ n 1 - + ) > 0 . 
mTe mTe 

(la) 

(lb) 

All the parameters in these two inequalities are positive num­
bers except for the compressor slope, mCe- If mCe < 0, as it 
typically is for high flow rates, the system will be stable with 
no feedback, that is with K set equal to zero. As the flow rate 
becomes lower, mCe will become less negative, reaching zero 
at the peak of the compressor characteristic, and then moving 
to a large enough positive value so that the system will be 
unstable without feedback. For sufficiently large values of the 
gain K, however, both the inequalities expressed in Eqs. (7a) 
and (lb) can be simultaneously satisfied and the system can 
always be stabilized. 

Example 2: Close-Coupled Valve With Plenum Pressure 
Measurement. In this case, as given in Table 2, the numerator 
polynomial of the transfer function contains only a constant 
term. The characteristic equation is: 

0=5Z + 
Bm-i BmrAs+W + KT (8) 

The system can now only be stabilized if the equivalent com­
pressor slope is small enough so that the term (\/BmTe -
BmCe) is positive; in other words, the equivalent compressor 
slope obeys the inequality mCe < l/B2mTe. The ability of pro­
portional feedback to stabilize this system is thus limited to a 
certain range of parameters. For many applications, B is unity 
or larger and the throttle slope, mTe, is on the order of ten to 
one hundred, so the useful range can be quite small. 

Example 3: Plenum Bleed Valve With Measurement of 
Plenum Pressure. From Table 2, the numerator polynomial 
for this case is 

GN(s)= - - (s-BmCe) 

and the characteristic equation is given by 

(9) 

0 = ̂  + 
1 

Bm7 
-Bmc 

KV 

B s + X-^ + KVmce] (10) 
mTe 

Whether the gain K is chosen to be positive or negative, it will 
have the desired effect on only one of the two coefficients of 
the characteristic equation. As a result, stabilization is limited 
to cases where mCe < l/B. The limitation is associated with 
the sign change between the leading and the constant coefficient 
of GN(s) (Eq. (9)), which implies that GN(s) has a zero in the 
right half of the complex plane. Systems whose transfer func­
tions have numerators with zeros in the right half of the com­
plex plane are called nonminimum phase systems. The ability 
to control nonminimum phase systems is known to be subject 
to certain fundamental limitations (see Freudenberg and Looze, 
1985) and this is just one manifestation of the generally poor 
behavior encountered in such systems. 

The remaining actuator-sensor pairs whose transfer func­
tions appear in Table 2 have also been analyzed, and the results 
are summarized in Tables 3 and 4. Table 3 gives the charac­
teristic equation (the roots of which define the stability of the 
closed loop system) for all the sensor-actuator pairs. For sta­
bility, all coefficients in the characteristic equation must be 

Actuator 

Sensor 

Compressor 
Mass Flow 

Plenum Pressure 

Compressor Face 
Total Pressure 

Compressor Face 
Static Pressure 

Table 3 Closed loop characteristic equations with proportional gain K 

Close-Coupled Valve 

s2 + f—1 Bmce + K B T \ S 

+ ( 1 _ECe + jCT) 

s2 + —1 Bm r e | s 
(BmTe

 Cej 

(l+KT)s2 + (-Bmc,, + ̂ — + ^ A s 
\ BmTe BmTe| 

+ (1 -20*) 

(l+KT)s2 + (-BmQ, + — 1 — + KT2<|>B 
\ BmTe 

+ K T ) s + ( 1 _ m C b + KT2<|,| 

Plenum Bleed Valve 

s 2 + U T e - B H s 

+ (1_ECe + K V ) 
\ mTe 1 

s 2 + U T e - B m - + ^ ) s 

-(l-s-*-^) 

s 2 + ( B m T e - B m - + KBV)S 

+ ( I - 2 C B . ) 
\ mje/ 

s2 + fe-BmCe + ̂ ) S 

• ( l -g + 2 K V * ) 

Moveable Wall 

[BmTe
 CeJ 

+ ( l _ m C e + K W B | 

s2 + f—^ BmCe + KW) s 
lBmT e

 Ce j 
+ ( l - ^ - K W B - » C e ) 

lBmTe ^ 1 

+ [ l - S i . ) 
1 mTe/ 

s2 + l_i B n v , + K W | s 
\BmTe j 
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Table 4 Limitations on compressor flow range increase with proportional control 

Actuator 

Sensor 

Compressor 
Mass Flow 

Plenum Pressure 

Compressor Face 
Total Pressure 

Compressor Face 
Static Pressure 

Close-Coupled Valve 

Unlimited Range Increase 
K ~ ™£e a s m c < ; _> „, 

K ~ 52CS. a s B - ) « . 
T 

Limited Range Increase 

m c e < - ^ — 
BzmTe 

Limited Range Increase 

mce < mxe 

Unlimited Range Increase 

K - 2-G&- as n v , -» ~ 
2T<|> 

K - E C e a s B _ > < » 
2T0 

Plenum Bleed Valve 

Limited Range Increase 

B2mre 

Limited Range Increase 

m C e < B 

Limited Range Increase 

mce < mje 

Unlimited Range Increase 

( i H ^ w h e n I < 1 
v 2<t>B2mTe 

K ~ 
—mCe— otherwise as mce —> ~ 

\2V((imTe 

K-Mafias B ^ -
V 

Moveable Wall 

Limited Range Increase 

m c e < ^ r — 
B2mre 

Limited Range Increase 

m c e < l 

Limited Range Increase 

mce < mxe 

Unlimited Range Increase 

| ™ & B w h e n 1 < i 
w 2())B2mTe 

K ~ \ 
- mH e , ,D otherwise as mce -» ~ 

l2mxeW(|)B 

K ~ ? 2 ^ a s B ^ ~ 
W 

positive; from this requirement, the capability of each scheme 
to extend the flow range to high values of compressor slope 
can be determined. 

The behavior of the different pairs is shown more explicitly 
in Table 4, which summarizes the limitations of each pair. In 
some instances, for example sensing compressor mass flow and 
actuating with a close-coupled valve, the range of parameters 
over which stabilization may be achieved is unlimited, although 
large values of gain may be required with a large compressor 
slope or large value of the B parameter. In these cases, there­
fore, the asymptotic behavior of the required gain is given for 
large B and compressor slope, in order to show the trends to 
be expected in these regimes. As will be discussed in more 
detail subsequently, excessive gain must be avoided in practical 
situations; however, as shown in Table 4, the gain increases 
either linearly or quadratically with compressor slope and B. 
Thus, there will be a practical limitation on maximum slope 
or maximum B at which the system can be stabilized. 

An additional point to note is that the limitations on stability 
can, in some cases, be relaxed or removed by using a dynamic 
control law. Thus, the limitations expressed in this section 
reflect the combined properties of actuator, sensor, and control 
law taken together, and not necessarily the individual elements. 
Within the restriction to a fixed control law maintained here, 
however, the comparison of different sensor-actuator pairs is 
both valid and useful. 

Practical Limits to Control 
The analytical results so far indicate that the ability to sta­

bilize the system with proportional control depends strongly 
on proper pairing of actuator and sensor, as well as on the 
values of the system parameters, particularly the compressor 
slope (mc) and B. 

In the above examples, however, we have considered ideal, 
linear systems in which only the dynamics of the pumping 
system are modeled. To address the issue of implementation, 
it is also necessary to include bandwidth limitations and ac­
tuator constraints (for example, servo dynamics and stops), 
which are encountered in any physical realization. As a matter 
of definition, by actuator we refer here to the entire actuation 
system including the flow train element (e.g., the valve), the 
motor that drives it, and any included feedback elements. 

The bandwidth limitations may be imposed by the sensors, 
processor, actuator, or some combination of the three. System 
bandwidth may also need to be constrained to maintain sta­
bility if unmodeled dynamics are present. Unless the bandwidth 
of the actuator is much greater than that of the compression 
system, there is a nonnegligible time lag between the command 
output of the control law and the response of the flow train 
element. The lags introduced by the actuator generally result 
in reduced control effectiveness, although to some degree, they 
can be compensated for by use of a control law more sophis­
ticated than proportional control. 

Another constraint on control effectiveness is introduced by 
bounds on actuator influence. For example, valve areas can 
only be modulated between 0 and 100 percent (i.e., the valve 
must be somewhere between full open and full closed). 

Sensor and Actuator Pairs and Fluid Model. In this sec­
tion, we numerically examine the limitations imposed by effects 
such as those described in the preceding. Five actuators and 
four sensors are studied as representative of a diverse set of 
implementation options. The selected actuators were: 

1 injection in the compressor duct 
2 close-coupled control valve 
3 plenum bleed valve 
4 plenum heat addition 
5 a movable plenum wall 

The selected sensors were: 
1 compressor duct mass flow 
2 plenum pressure 
3 compressor face static pressure 
4 compressor face total pressure 

These actuators and sensors are shown schematically in Fig. 
3. At the level of idealization used here, the close-coupled valve 
could be either at compressor inlet or exit without changing 
the results. 

The linear lumped parameter models of the previous section 
were extended as required, because the various actuators re­
quire additional system states. The following assumptions were 
made in modeling the actuator behavior: 

1 The injector flow is incompressible and fully mixed out. 
2 The injector is quasi-steady; inertial effects are lumped 

into upstream and downstream ducts'. 
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3 The close-coupled valve flow is incompressible and quasi-
steady. 

4 The plenum is well mixed, has uniform pressure, tem­
perature, negligible velocities, and follows ideal gas laws 
with constant specific heat. 

5 The mass of fuel is neglected and heat release is instan­
taneous. 

6 The throttle and bleed valve are quasi-steady. 

The differential equations that describe the system dynamics 
are obtained by performing balances on momentum in the 
ducts and mass and energy in the plenum (Simon, 1992). They 
are: 

d*' ~B / A T , x 

dfa_ 
dr (£2/£c) 

dm 

~d~r 

dr (£i/£c) 

B 
((A¥d+&,;) + ¥ „ - * „ 

(<fe-(*r+*&)) 

-lW 

Mr 
2BT, 

(11«) 

(Ub) 

(l ie) 

dE 

dr ~2BT* 
fa{\+AT*c)-(4>T+fa)T*p+Q* 

,*p~ 

dr /„ 

( l id) 

(He) 

There are five states needed. The mass flow rates in the 
portion of the duct upstream and downstream of the injector 
arc given by fa and fa, the nondimensional mass and energy 
of the gas in the plenum are given by m* and E*, and the 
nondimensional plenum volume is given by V*. The effects 
of the various actuators are given by the functions A¥„ and 
A^d, representing the injector, 1rcc, representing the close cou­
pled valve, * s , representing the plenum bleed, Q*, representing 
the plenum heat addition, and | , representing the plenum wall 
motion. 

The general description is nonlinear, but it is small pertur­
bations that are of primary interest here, and Eqs. (11) can be 
linearized to yield an equation set of the form: 

x = Ax + Bu 

with the output vector y defined as 

(12) 

y = Cx + Du (13) 

In Eqs. (12) and (13), the linearized state variables x, the inputs 
u, and the outputs y are perturbations from the corresponding 
equilibrium values, and A, B, C, and D are appropriately 
dimensioned constant matrices. The state variables have been 
normalized as detailed in Table 5, so that unity magnitude for 
any of these perturbation variables has roughly the same phys­
ical significance. 

All twenty pairings of the five actuators and four sensors 
have been evaluated with a proportional control law. Such a 
comparison provides two useful results. One is the identifi­
cation of actuator-sensor pairs, which may be stabilized over 
a significant range of system parameters using the simplest 
possible control law. In addition, for those pairs with signif­
icant stabilization, the required gain gives a measure of the 
combined effectiveness of this choice of sensing and actuating 
locations. 

As was discussed, it is useful to weed out those systems that 
could mathematically be stabilized but stand little chance of 
succeeding in an actual implementation. To this end, two con­
straints were imposed. First, the allowable magnitude of the 
normalized proportional gain was limited to be not more than 
20. For example, at the maximum allowable gain, a 5 percent 
change in compressor mass flow would yield a 100 percent 

Table 5 

Perturbation Variable 

Flow 
Pressure 
Thermal input 
Moving wall work input 
Plenum bleed valve area 
Close-coupled valve area 

Normalization factors 

Normalized By 

Time mean flow through compressor 
Time mean compressor pressure rise 
Mean compressor work 
Mean compressor work 
Area to fully close valve 
Area to fully open or close 

(whichever is smaller) 

change in plenum bleed valve area; that is, the valve would be 
fully closed. Second, the bandwidth of the feedback loop was 
limited by modeling a two-pole, low pass Butterworth filter in 
the feedback path. This filter can be given various physical 
interpretations such as probe dynamics, amplifier dynamics, 
actuator dynamics, or unmodeled dynamics in the compression 
system itself. Whatever the interpretation, the insertion of the 
filter insures that the feedback path has finite bandwidth, a 
constraint that will always exist in practice. The study was 
carried out with the cutoff frequency of this filter maintained 
at ten times the Helmholtz frequency of the system formed by 
the plenum and compressor ducts. Sensitivity to this assump­
tion will be examined subsequently. 

The figure of merit used to assess the actuator-sensor pairs 
was to examine the stability boundaries in a compressor slope 
versus B parameter plane. Preliminary studies showed that 
these two parameters have a dominant effect on system sta­
bility. It is thus more relevant, for example, to quantify the 
amount of stabilization that can be achieved in terms of the 
compressor slope, which enters into the stability in an explicit 
manner, rather than the change in mass flow at stall. The 
relative extent of the stabilized region in this compressor slope 
5-parameter plane thus provides an appropriate and useful 
basis for comparison. The boundaries were computed by first 
performing an incremental search over the three-dimensional 
(slope, B parameter gain) parameter space. For each fixed B, 
the value of gain that maximized the slope at instability, as 
well as the corresponding slope, was then found, again using 
an incremental search. The stability boundaries in the B pa­
rameter versus slope plane thus represent the maximum slope 
that could be stabilized using any gain less than 20. 

Results of the Control Scheme Evaluations 
The results of the calculations are summarized in Fig. 4, 

which shows the stability boundaries for 20 actuator-sensor 
pairs. The figure is broken into four plots, one for each sensor. 
Within each plot, the five curves indicate the different actua­
tors. The region below and to the left of any given line is the 
region in which stabilization can be achieved. In the upper 
left-hand plot, for example, all the region to the left of the 
dash-dot line represents the range of compressor slope and B 
in which the combination of compressor mass flow sensor and 
close-coupled valve is capable of suppressing the instability. 

Several general conclusions can be drawn from the results 
in Fig. 4: 

1 The overall trend is that control becomes more difficult 
as the compressor slope and B parameter increase, with 
the maximum stable slope decreasing with increasing B. 

2 Only the actuators located in the compressor duct, which 
act upon the compressor duct momentum (injector and 
close-coupled control valve), are capable of stabilization 
at steep slopes over the full range of B. 

3 Plenum heat addition gives little or no stability. 
4 In general, there is no best sensor independent of the 

actuator. 
For reference, the range of B parameters that might be 

associated with large axial gas turbine engines is roughly 0.2 
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4 Influence of sensor and actuator selection on maximum stabilized compressor characteristic slope 
a bandwidth and gain-limited system 

to 0.4, with that for small centrifugal machines approximately 
0.5 to 2. 

A more specific conclusion is given by the comparison of 
the results with the mass flow sensor to the other sensor lo­
cations. As B reaches a value of roughly unity, the ability of 
all the pairs to stabilize the system becomes quite small, except 
for the close-coupled valve and the injector, which use mass 
flow sensing. This points out clearly that not only is actuator 
position important, but so is sensor position as well. 

The conclusion about the effect of actuator position is one 
that is in general accord with intuitive ideas of system behavior, 
but that having to do with sensors is somewhat less familiar. 
It is therefore worthwhile to give some physical motivation for 
the impact of sensor position. 

The different dynamics brought about by the various sensors 
can be understood with reference to the nondimensional char­
acteristic equation for the unsteady system behavior with no 
feedback: 

1 
Bm7 

-BmcAs+\ 1 = 0 (14) 

For stability the coefficients of the second and third terms 
must be positive, so that 

1 
mCe<—2 

B m7 

mCe<mTe 

(15a) 

(156) 
As described by Greitzer (1981) the mechanism of instability 
can either be static, corresponding to the inequality in Eq. 
(156) being violated, or dynamic, corresponding to the vio­
lation of that in Eq. (15a). Whichever of these events occurs 
(it is the second that is generally more important), the cause 
for this is a positive slope of the compressor pressure rise 
characteristic. Therefore, let us examine how the destabilizing 
effect of positive slope is ameliorated when different sensing 
schemes are used. As a case of high practical interest, we 
consider the close-coupled valve with two different sensors, 

one measuring compressor mass flow and the other measuring 
the total pressure at the compressor inlet face. 

In the first of these, the valve position, and hence the valve 
pressure drop, is proportional to the sensed perturbations in 
compressor mass flow. The pressure perturbations across the 
compressor and the across valve are both proportional to the 
mass flow perturbations. Because the valve is just downstream 
of the compressor, the two act in series, creating an effective 
compressor slope that is the sum of the (positive) slope across 
the compressor and the (negative) slope across the valve. It is 
this combined characteristic the system "sees." 

Suppose the constant of proportionality between sensed mass 
flow and valve opening angle is K, and the rate of change of 
valve pressure drop per increment in opening angle is T. For 
a given mass flow perturbation, the effective slope of the com­
pressor will change from mCe, with no feedback, to mCe - KT 
when feedback is applied. Sensing the compressor mass flow 
and feeding the signal back to the valve actuator thus works 
directly on the cause of the instability, the positive compressor 
slope. (Insertion of the slope mCe ~ KT in Eq. (14) in fact 
gives just the characteristic equation in Table 3.) 

A different situation prevails for the inlet total pressure 
sensor. The inlet total pressure perturbation is related to the 
derivative of the inlet mass flow, i.e., the fluid acceleration in 
the compressor duct, through the unsteady Bernoulli equation 

'o~ dt 
dx 

-«*,,= 

Nondimensionalizing and linearizing gives 

B dr 
where 5^(] is the total pressure perturbation at the compressor 
face in nondimensional form. If the valve angle perturbation 
is proportional to the compressor inlet total pressure, the result 
is to create a pressure change across the valve proportional to 
the acceleration, which is the derivative of the state variable 
<j>. In other words the effect of feedback in this case is to alter 
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Fig. 5 Influence of normalized control system bandwidth (UC/B„) on the 
feedback gain required and flow coefficient at instability onset; close-
coupled control valve 

the overall pressure difference from duct inlet to exit for a 
given fluid acceleration rate. As far as the system is concerned, 
this is seen as a change in compressor duct length, since the 
longer the duct, the larger will be the instantaneous pressure 
change that results from a given fluid acceleration. 

An increase in effective length of the duct does several things 
to the system. It drops the natural frequency, which scales as 
1/VJE^. More importantly, it changes the effective value of 
the B parameter, which also scales as 1/%/icV Both these 
changes can be seen in the characteristic equation in Table 3, 
in which the critical value of B for instability is increased by 
V1 + KT, 1 + KT being just the factor by which the effective 
length is increased. In the case of total pressure sensing, how­
ever, only the dynamic instability is influenced, because the 
increase in effective inertia does nothing to alter the static 
stability. The instability limit is thus still mCe S: mTe. 

Somewhat similar arguments can be made for other sensor-
actuator pairs, but the main point is that the use of different 
sensors for the feedback gives the system quite different prop­
erties. For the feedback on mass flow, one of the resistive 
elements in the system is altered directly, whereas for the feed­
back on inlet total pressure, it is the effective inertia that is 
changed, and different dynamic behavior thus results. 

Effect of Control System Bandwidth. As mentioned pre­
viously, the study of the sensor-actuator pairs was carried out 
using a value of control system bandwidth (coc) ten times the 
compression system Helmholtz frequency (o>//). We can also 
examine the influence of this parameter, in other words, of 
controller bandwidth, on the stabilization process. Figure 5 
thus shows the changes in instability onset that occur with 
different controller bandwidths for conditions corresponding 
to the close-coupled control valve, with feedback on mass flow, 
and a B parameter of 2. In the figure, the horizontal axis is 
the controller gain, and the vertical axis is the compressor 
characteristic slope at instability. Curves are shown for values 
of coc/o)// from 1.0 to 100, representing extremes of this ratio, 
and it is evident that controller bandwidth strongly influences 
the range of stabilization that can be achieved. 

Several trends are exhibited in Fig. 5. First, for a controller 
bandwidth such that wc/wH = 1, use of the control actually 
degrades the stability: the more gain the less steep the com­
pressor slope that can be achieved. In this regime, control 
system effectiveness is adversely affected by the controller sys­
tem dynamics. Second, increasing the controller bandwidth 
increases the compressor slope that can be attained. Third, for 

a given level of t>andwidth, increasing gain increases stability 
only up to a point; beyond this point the stabilization decreases 
as gain increases. (This is true even for wc/wH = 100, although 
it cannot be seen over the range of values plotted here.) 

The necessity to go to higher bandwidth at higher slope arises 
because, as the slope increases, the system dynamics become 
faster relative to the undamped natural frequency (Helmholtz 
frequency). There can thus be coupling between oscillations 
in the controller and in the aerodynamic system that lead to 
instabilities, so actuator dynamics play a role in setting the 
range of stability (as they clearly do at uc/uH = 1). This point 
is an important one since, in many cases, it is difficult to 
engineer actuators with bandwidths many times that of the 
Helmholtz frequency. The analysis suggests that actuator 
bandwidth will be a prime determinant of practical system 
performance and that research and development on this topic 
is useful to pursue. 

Limits to Control With an Ideal Controller 
With the four sensors studied, and proportional control, the 

close-coupled valve and injector emerge as the most promising 
actuators. A further question to address, however, is whether 
the type of compensation or choice of sensors would affect 
this conclusion. In this section, optimal control theory is used 
to provide a definite answer to this question. To motivate the 
approach taken, some basic aspects of linear dynamic system 
stabilization are first presented. For small disturbances, the 
compression system, actuators, and disturbances are described 
by the linear differential equation set: 

x = Ax + B« + Lw 

where x is a five-dimensional vector of system states, u is a 
scalar representing a particular actuated variable, w is a p-
dimensional vector of external disturbances, and A, B, and L 
are constant matrices of appropriate dimensions. This is just 
Eq. (12) modified to include the effect of external disturbances. 
It is known (see, for example, Kwakernaak and Sivan, 1972) 
that systems of this type can be stabilized for all conditions 
using the control law u = -Kx, where K is now a one-by-
five constant gain matrix, provided only that the pair A, Bis 
controllable.2 Such a control law is known as full state feedback 
and requires that the state of the system, x, be known perfectly. 
For a system with n states, this would require n properly placed 
sensors. For the situation of interest here, over the range of 
parameters analyzed, the requirement of controllability is met. 
Thus, with enough properly placed sensors, stabilization of 
the idealized linear system is not a problem. 

All actuators are not equally suitable for this; some have 
excessive amplitude requirements. In the analysis, therefore, 
the actuators are compared based upon their minimal required 
rms (root mean square) response to a persistent broadband 
disturbance, while maintaining system stability. This compar­
ison is independent of choice of sensor, because it is assumed 
that the state of the system is known at all times. Further, the 
comparison is based upon the minimal possible rms amplitude, 
and hence there is no question as to whether a particular ac­
tuator would perform better if another control law were used. 
In this sense, the comparison is also independent of the control 
law. 

Specific details of the computations performed are given by 
Simon (1992), and a more general treatment can be found from 
Kwakernaak and Sivan (1972). The central concept to be used 
is that, if the disturbance can be described as a stationary, 
Gaussian, white noise process, a particular gain matrix K can 

2A linear time invariant system x = Ax + Bw is controllable if and only if 
there exists a piecewise continuous function «(r) , which will transfer the system 
from any initial state x0Ui>) to a final state Jfi(/i) in a finite time interval r, -
;0 (see Kwakernaak and Sivan, 1972). 
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be found that will minimize the root mean square value of the 
actuated variable u. The gain matrix K and the rms value of 
u will depend upon the matrix L, which determines how the 
disturbance enters the system and upon the statistical properties 
of the disturbance. 

For this analysis, the disturbances driving the system must 
be chosen. Three disturbances were studied: (1) a compressor 
with an unsteady pressure rise; (2) an unsteady heat release in 
the plenum chamber; and (3) an unsteady outflow through the 
throttle. In each case, the input disturbance amplitude (white 
noise intensity) was normalized to that required to produce a 
1 percent rms fluctuation in compressor mass flow at a fixed, 
stable operating point. 

The results of this analysis are illustrated in Fig. 6. In the 
figure, the maximum allowable slope that can be attained is 
plotted as a function of B for five different actuators, based 
on the restriction that the normalized rms actuation is no 
greater than 0.25 for the most deleterious type of disturbance. 
The choice of this level of maximum rms actuation is somewhat 
arbitrary, but it is taken to be one that can be achieved in 
practice. In addition, computations have been carried out at 
other levels, and the results show similar trends. 

For all the actuators, the maximum slope that can be attained 
decreases as the B parameter increases. However, the sensitivity 
of the slope to B varies markedly between different actuators. 
As with the proportional control, those actuators that are most 
closely coupled to the compressor (the injection and the close-
coupled valve) are the most effective. The figure shows that, 
for B greater than unity, the maximum compressor slope at 
which the restriction on rms actuation can be maintained is 
quite limited. (For reference, the characteristic of the turbo-
charger used in the experiments described previously has a 
maximum slope of approximately six, i.e., mc > 6). In ad­
dition, except for the close-coupled valve, whose performance 
becomes independent of B, the maximum slope decreases mon-
otonically with the B parameter. In particular, heat addition, 
which might seem attractive because of ease of implementation 
through fuel injection, shows little potential for stabilization 
at values of B larger than unity. 

Another result is that the behavior of the plenum bleed, the 
injector, and the moving wall are roughly comparable, al­
though the injector has some advantage for larger values of 
B (greater than two, say). At these high values of the B pa­
rameter, however, the close-coupled valve has a clear advan­
tage, over all of the other schemes examined, in stabilizing the 
system. 

Effect of Disturbance Type on System Behavior 
The influence of the disturbance type on controlled com­

pressor performance is shown in Fig. 7 for the close-coupled 
valve, the actuator shown to be most effective in enhancing 
flow range for large values of B. The horizontal axis is the 
slope of the compressor characteristic, and the vertical axis is 
the normalized rms actuation level. The difference between 
the three curves indicates the impact of disturbance type on 
the ability to control the system. Compressor pressure rise 
disturbances, such as might arise from local unsteady flow in 
the rotor or diffuser, create a situation that is more difficult 
to control than disturbances due to combustor heat release or 
throttle mass flow fluctuation. 

The implication of Fig. 7 is that the nature of the disturb­
ances driving the system is an important factor in setting the 
requirements for stabilization. There is little known at present 
about the detailed disturbance structure within turbomachinery 
and engines, and it appears that characterization of these un­
steady phenomena is a research item of considerable practical 
concern. 

Summary and Conclusions 
An evaluation of strategies for the active control of compres­

sion system surge has been carried out as a first step toward 
developing rational design procedures for active surge stabi­
lization. A basic result is that actuators and sensors that meas­
ure and act upon the momentum of the fluid in the compressor 
duct are the most effective for geometries and compressor 
slopes of interest for gas turbine applications. Although this 
result was qualitatively known, the analysis has quantified the 
severity of these trends, showing them to be extremely im­
portant over the parameter range of interest. The following 
specific conclusions can be made: 
9 Proper choice of actuator and sensor is an important part 

of the overall design of a surge stabilization system. 
9 Mass flow measurement with either a close-coupled valve 

or an injector for actuation are the most promising ap­
proaches of those evaluated. 

8 Fuel modulation is not a promising candidate for practical 
ranges of system parameters. 

9 Characterization of compression system disturbance sources 
is important for determining the requirements for active 
control schemes. 

9 Steep slopes and large B parameters make control more 
difficult. 
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« Actuator bandwidth can be an important constraint in many 
practical implementations. 
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Active Stabilization of Compressor 
instability and Surge in a Working 
Engine 
We have applied feedback control to the compressor of a 45 kW auxiliary power 
unit. Using this, the engine is able to deliver more than 10 percent extra shaft power 
before surge occurs. We achieve control by suppressing a nonaxisymmetric flow 
phenomenon in the diffuser of the centrifugal compressor. Control is effected by 
modulating a small extra airflow into the impeller. We present results of modeling 
and analysis suggesting that linear feedback control will be sufficient to stabilize a 
compression system, even when both axisymmetric surge and rotating stall are present 
as possible instabilities. 

1 Introduction 
In 1986 Epstein et al. [1] suggested that the phenomena of 

surge and rotating stall could be controlled using low-power 
active feedback systems. Since then, the approach has been 
proved on a series of laboratory models [3, 5, 17]. 

Control of axisymmetric surge alone has also been dem­
onstrated on a working gas turbine engine with a centrifugal 
compressor [2, 9]. It was found that although surge inception 
could not be prevented, surge could be suppressed within a 
single period of the limit cycle. The method used appeared to 
be closely analogous to that shown to be effective in suppress­
ing limit-cycle behavior in the firing of neurons [16, 9]. 

We believe that surge inception could not be prevented be­
cause the test engine was undergoing "classic surge" [7] in 
which surge is initiated by nonlinear interaction with a non­
axisymmetric, periodic flow phenomenon, analogous to ro­
tating stall, in the compressor. In this paper we consider the 
use of independent linear controllers to suppress rotating stall 
and axisymmetric ("deep") surge separately. We put forward 
reasons for expecting such a scheme to be capable of rendering 
the engine stable against any disturbance. Lastly, we present 
experimental results on the suppression of "classic" surge in 
the test engine by feedback control of nonaxisymmetric dis­
turbances in the compressor. 

2 Theory 
Our aim is to develop the strategy and theoretical details of 

an active control system that will, in the absence of noise, 
maintain a compressor-plenum system in its steady operating 
condition with axisymmetric flow through the compressor, 
even though its uncontrolled behavior may be rotating stall, 
deep surge, or classic surge. 

We shall assume that the compressor is satisfactorily mod-

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co­
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 4, 1992. Paper No. 92-GT-88. Associate Technical 
Editor: L. S. Langston. 

eled by Moore's theory of finite amplitude disturbances in a 
multistage axial compressor [13]. This theory has been further 
developed in the joint work of Moore and Greitzer [14, 15], 
and in the work of McCaughan [ 10-12]. It is a nonlinear theory 
that appears to account successfully for many of the observed 
features of compressor behavior, as described by Greitzer [8]. 
In particular, the model predicts the existence (depending on 
parameter values) of steady nonaxisymmetric flow, unsteady 
axisymmetric limit cycles, and unsteady nonaxisymmetric limit 
cycles, which are the observed features of rotating stall, deep 
surge, and classic surge, respectively. 

On the basis of this theory we know that the compressor-
plenum system has two instabilities that need to be controlled, 
and that although these two are distinct, they are coupled 
together at finite amplitudes by the nonlinearity of the system. 
Apart from this coupling, the two instabilities are: 

(a) As the flow through the compressor is reduced, the 
axisymmetric flow becomes unstable to small nonaxisymmetric 
disturbances. If the total flow is then held constant, the non­
axisymmetric disturbances develop into steadily rotating stall, 
and the pressure rise generated is different from the charac­
teristic assumed for steady axisymmetric flow. This instability 
is confined to the compressor and ducting. 

(6)" Even if the flow through the compressor could be main­
tained axisymmetric, as the flow is reduced the steady state 
becomes unstable to small fluctuations in total mass flow. 
These fluctuations develop into a limit cycle where the flow 
accelerates and decelerates through the compressor, with cor­
responding fluctuations in plenum pressure. This instability is 
not confined to the compressor: It works through the com­
pressor-plenum interaction. 

The uncontrolled effects of (a) and (b) alone are rotating 
stall and deep surge, respectively. As already mentioned, the 
two instabilities do interact with one another. An axisymmetric 
cycle as described in (b) may itself be unstable to small non­
axisymmetric disturbances. Typically a limit cycle of nonaxi­
symmetric flow develops, which is called classic surge. Looking 
at this the other way round, we may say that rotating stall 
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affects the net characteristic of the compressor in a way that 
can trigger instability (b). 

The existence of these two distinct types of instability nat­
urally suggests that we consider a control strategy involving 
two distinct control systems: 
(A) A controller on the compressor alone that measures and 

controls any nonaxisymmetric disturbances to the flow. 
(B) A controller on the compressor-plenum system that 

measures and controls any disturbances to total mass flow 
and plenum pressure. 

Each of these controllers should stabilize the required operating 
point to both small and large disturbances. So a linear con­
troller, designed to stabilize the linearized system, has to be 
further checked out in its effect on and interaction with the 
full nonlinear model. To spell out these requirements in detail: 

Controller A is required to eliminate nonaxisymmetric dis­
turbances to the compressor flow, even in the presence of 
fluctuating total mass flow. This point is essential to the strat­
egy: It means that controller A has to eliminate instability (a) 
not only when it occurs alone but also when it occurs in con­
nection with instability (b). In terms of the observed types of 
behavior, the effect of controller A has to be to convert both 
rotating stall and classic surge into some kind of axisymmetric 
behavior, either the required steady equilibrium, or a deep 
surge cycle. Controller A alone may of course stabilize a deep 
surge cycle that was previously unstable. This does not matter, 
because Controller B is required to stabilize the axisymmetric 
equilibrium point, and to eliminate any axisymmetric limit 
cycles. This includes not only "naturally occurring" deep surge 
cycles, but also deep surge that occurs only because it has been 
artificially stabilized by controller A. 

3 Theoretical Details 

Controller A. Our main result here is that in the absence 
of inlet guide vane losses, a linear controller generating a pres­
sure proportional to the local departure of velocity from ax-
isymmetry can meet the requirements of controller A. Provided 
that the gain of the controller exceeds the maximum positive 
slope of the assumed steady axisymmetric characteristic, a 
simple energy argument shows that the requirements are met. 

Let Va(6, f) be the axial velocity through the compressor at 
position 6 around the circumference at time /. We write its 
Fourier series as 

dV 

Va(6,t)=V{t) + Yi' vn(t)e" (1) 

where the prime on the summation indicates that the term n 
= 0 is omitted. Then we include our controller term k(Va- V) 
into Moore's equation for the pressure rise from ambient (p-f) 
to plenum (ps): 

Ps-PT=PSa(Va)-a0—-^y a„ 
dvn 

dt ' 

-b~^-k(Va-V) (2) 

Here Psa is the assumed steady axisymmetric characteristic, 
and a0, an, and b are constants depending on the physical 
parameters of the compressor and ducts. When we multiply 
this equation by' Va - V and integrate over 6 from 0 to 2ir, 
the axisymmetric terms produce 0 because Kis the mean flow. 
Also 

£>• -V)dd = 

So we are left with 

„ 2 T 

\i.Va-V)2 = 0. (3) 
6 = 0 

0= ( P„( Va) (Va- V)d6-2ir f]' a„ -£• vn 

0 

We write this in the form 

dT 

dt' 

where 

- — Ro — Ri 

(Va-V)2d6 (4) 

(5) 

T=J]' wa„\v„l2 (6) 
— oo 

measures the kinetic energy of the nonaxisymmetric flow, 

J 2TT 

Psa(Va){Va-V)d6 (7) 
0 

measures the rate at which the compressor is working on the 
nonaxisymmetric flow, and 

I 2TT 

(Va-V)2dd 
n 

(8) 

measures the rate at which controller A is reducing the kinetic 
energy of the nonaxisymmetric flow. 

Now since Va - V integrates over 8 to zero, and V is in­
dependent of 6, 

(PsAva)-psa(V))(va-v)dd I LI 

o 

{ 2% 

0 

P»{Vg)-P»(V) 
V.-V 

(Va-Vfdd. (9) 

A 

a 
b 
b 
E 

^1,2,3 

K 
M 
n 

= matrix modeling compres­
sor dynamics 

= const 
= const 
= vector relating z to x 
= rate at which controller ex­

tracts energy from un­
steady flow 

= design constants in axi­
symmetric controller 

= controller 
= maximum slope of P 
= angular order of flow har­

monic 

Psa(Va) 
P,Ps 

PE 
PT 

RI 

Ri 

T 

t 
V(t) 

= compressor characteristic 
= plenum pressure 
= equilibrium value of p 
= ambient pressure 
= rate at which controller ex­

tracts energy from un­
steady flow 

= rate at which compressor 
works on unsteady flow 

= kinetic energy of unsteady 
flow 

= time 
= mean axial flow velocity 

Va(6, t) 

vE V,(p) 
v„ 

VJ 
w 

X 

z 
\ ' 
P 

axial flow velocity 
equilibrium value of V 
exit velocity from plenum 
magnitude of nth angular 
harmonic of flow velocity 
y'th eigenvector of A 
auxiliary variable in con­
troller design 
compressor state 
input to compressor 
y'th eigenvalue of A 
desired new eigenvalue 
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If M is the maximum positive slope of Psa, then the difference 
quotient in this last form of R2 is always at most M, so 

r ;?2<M (va-vym (10) 

So if the controller gain k exceeds M then we have R2 £ Ri 
and so the controller is always reducing the energy in the 
nonaxisymmetric part of the flow faster than the compressor 
is increasing it (except, of course, when Va = V, i.e., when 
the flow is axisymmetric). This argument is perfectly valid with 
a time-varying V and so does cover exactly the requirement 
for controller A: The departure of the flow from axisymmetry 
is steadily reduced to zero, whatever the mean flow is doing. 

We should make several observations about this: 

1 The result may be affected to some extent when inlet 
guide vane losses are taken into account, because although 
they act so as to reduce the total energy, they do not necessarily 
reduce the part of the energy in the nonaxisymmetric flow. 

2 This is a purely theoretical result; we are not proposing 
any actual control system by which this result could be achieved, 
but are simply pointing it out as an ideal that would certainly • 
have the required effect. As such, we are suggesting it as a 
useful guideline to bear in mind when designing an actual 
control system. 

3 The theoretical stability result does not depend on only 
one angular order being present in the velocity disturbance, 
nor does it depend on assuming that the assumed steady ax­
isymmetric characteristic is a cubic function. It is a general 
stability result covering cases in which all angular orders are 
present, all interacting nonlinearly with each other through an 

arbitrary assumed characteristic. The fact that the theoretical 
result is fairly robust in this way indicates that it is not a 
particularly thin or sensitive guideline that we are suggesting 
here. It is a guideline with a sound physical basis in the en­
ergetics of the system, so a controller designed as a sensible 
approximation to the ideal may well be expected to go a sub­
stantial way toward achieving the required goal. 

If the gain k is required to stabilize a particular operating 
point in the positively sloped region of the steady axisymmetric 
characteristic, rather than to stabilize all possible operating 
points, then a value smaller than M may be sufficient. To 
illustrate this, we present some phase space plots of the system 
as studied by McCaughan [10, 11], when controller A is in­
cluded with a gain that is some fraction a of the maximum 
slope of the characteristic, k = cxM. In Fig. 1, the uncontrolled 
system (a = 0) is represented: The axisymmetric operating 
point, where the throttle line cuts the steady axisymmetric 
characteristic, is unstable to nonaxisymmetric disturbances. 
The steady rotating stall point, where the throttle line cuts the 
rotating stall characteristic, is also unstable. The stable be­
havior of the uncontrolled system is classic surge: The heavy 
line on Fig. 1 represents this classic surge cycle, and a sample 
trajectory converging to it is also shown. Figures 2, 3, and 4 
show what happens as a is increased to 0.1, 0.2, and 0.25 
respectively. For values of a > 0, the rotating stall charac­
teristic is modified: The figures show both the original un­
controlled characteristic (as in Fig. 1) and the new controlled 
rotating stall characteristic. At a = 0.1 the classic surge cycle 
has become unstable and the new stable behavior is a strange 
attractor. At a = 0.2 the stable behavior is a classic surge 
cycle of much smaller amplitude than the uncontrolled one. 
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Finally, at a = 0.25, the required axisymmetric operating point 
has been stabilized and nonaxisymmetric behavior eliminated; 
the sample trajectory converges to the steady axisymmetric 
operating point. Figures 5-8 show corresponding plots when 
a fixed level of noise is added into the mass flow equation. 
They are much as one would expect: Fig. 5 is essentially a 
noisy classic surge cycle, Fig. 6 a noisy strange attractor, and 
so on. 

Controller B. Following Moore's theory again, the un­
controlled equations for the plenum pressure p and flow ve­
locity V will be 

^=a(Psa(V)-p) (11) 

dp 
dt 

= b(V-V,(p)) (12) 

for some positive constants a and b, with V,(p) being pro­
portional to the steady exit velocity from the plenum when the 
pressure is p . At the required steady equilibrium point, the 
values pE and VE of p and V satisfy 

PE = Psa{VE) (13) 

VE= VAPE) (14) 

The matrix of the linearized equations about equilibrium is 

taP»(VE) 
b 

— a 
•bv',[pE): 

(15) 

A controller using direct proportional feedback on plenum 
pressure would replace the pressure equation by 

dp 
dt' 

b{V-V,{p))+kx(p-pE) (16) 

However, this has the disadvantage that the controlled system 
has two eigenvalues and the choice of only one control pa­
rameter k[ does not allow us the full freedom to place these 
eigenvalues arbitrarily. The remedy for this suggested by clas­
sical linear control theory is to use a dynamic controller. In 
fact, the theory of pole shifting by dynamic compensation 
given, for instance, by Wonham [19, Section 3.8] shows that 
for this problem it will suffice to have a single auxiliary variable 
w in the controller. It is governed by 

dw 

~dt 
= kx\v+ (p-pE) (17) 

and the control into the pressure equation depends on both p 
- pE and w: 

dp 
dt 

= b(V-V,(p))+k2(p -pE) + k3w. (18) 

The theory of dynamic compensators now ensures that the 
three eigenvalues of the resulting controlled system can be 
placed arbitrarily by choice of k\, k2, and k3. This suggests 
investigating the following approach: 

1 Choose values of k\, k2, k3, dependent on the required 
operating point, to position the eigenvalues of the linearized 
system sufficiently far to the left in the complex plane, so as 
to make small disturbances decay as rapidly as desired. 
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2 With these values of ku k2, £3 investigate the nonlinear 
behavior of the system numerically. 

The investigations carried out so far along these lines indicate 
that a control system designed in this way is capable of not 
only stabilizing the equilibrium point to small disturbances, 
but also eliminating the possibility of unsteady axisymmetric 
behavior of finite amplitude. Thus it appears that there is no 
fundamental reason why the requirements for controller B 
should not be met in this way. 

The effects of noise on a system like this will be to set up 
typical levels of departure from the required operating point, 
and therefore to set up typical levels of the required control 
signals, and typical power levels needed to produce the required 
controls. These aspects of the theory are under current inves­
tigation. 

4 Experiment 
We have reported elsewhere in detail [4] on the occurrence 

of a nonaxisymmetric resonance in the compressor of our test 
engine. The resonance grows out of a background of broad­
band noise as engine load is increased. As surge load is ap­
proached the Q of the resonance increases rapidly and its center 
frequency gradually increases toward 200 Hz compared to a 
shaft rate of approximately 800 Hz. A typical high-load static 
pressure spectrum, observed with a sensor in a channel of the 
vaned diffuser of the one-stage centrifugal compressor, is shown 
in Fig. 9. The phase of the resonance varies spatially at an 
average rate of two degrees of phase per degree of position 
around the diffuser. The resonance is always observed growing 
rapidly as the engine goes into surge. 

The resonance thus has many of the properties of one of 
the angular harmonics of rotating stall, used by Gamier et al. 
[6] as stall inception indicators in axial compressors. In our 
compressor, however, we have so far observed only the second 
harmonic. The question has therefore naturally arisen as to 
whether this resonance in a centrifugal compressor plays the 
same role as rotating stall is thought to do in classic surge of 
axial compression systems [8]. If so, controlling it should at 
least postpone the onset of surge to higher engine loads and 
lower mass flows. 

The objectives of our experiments were therefore twofold. 
Firstly, to discover whether this phenomenon was controllable. 
Secondly, to test whether controlling it would suppress ' 'classic 
surge" in the manner suggested in the previous section. It has 
not yet been possible to implement both "controller A" and 
"controller B" of Section 2 simultaneously. We have thus not 
yet tested whether the predictions made for axial compressor 
systems carry over qualitatively to the (centrifugal compressor) 
test engine in full. However, any delay in the onset of surge 
resulting from the use of a "controller A" alone will dem­
onstrate a close analogy between surge in our test engine and 
"classic surge," and provide strong motivation for the imple­
mentation of the full strategy suggested in Section 2. 

4.1 Approach to Control. We treat the potentially un­
stable compressor as a "black box." Its input is the modulated 
air flow from our actuator; its outputs are the unsteady com­
ponents of the static pressures observed in the diffuser chan­
nels. For the purpose of designing a linear controller, we assume 
that the system is linear. Although this will obviously not be 
true once the compressor has stalled, we expect it to be a 
reasonable approximation when the compressor is operating 
normally. We also assume that the system's state can always 
be deduced from its outputs, i.e., that it is fully observable. 

Under these conditions, we are able to make use of existing 
results from the extensive literature of linear control theory. 
We write the equation of state of the system as 

Frequency Hz 4^ t 

Fig. 9 Typical near-surge spectrum of diffuser channel static pressure 

Z-J—<£>- —O 

K 

Fig. 10 System model 

to it, and A is a square matrix representing its internal dy­
namics. The vector b is assumed real. This is represented in 
block diagram form in Fig. 10. The poles of the system response 
are the eigenvalues of A. The transition of the real part of a 
complex conjugate pair of eigenvalues from negative to positive 
initiates instability in the system. 

To prevent instability occurring, we apply feedback control 
via the controller K in Fig. 10. An accessible account of how 
this can be used to modify chosen eigenvalues of A appears 
in Chapter 5 of [18]; essentially, the outputs are combined to 
obtain signals proportional to the amplitudes of the modes to 
be controlled. Negative scalar gains, proportional to the desired 
decrease in the real parts of the corresponding eigenvalues, are 
applied; the signals are then summed and fed back to the input 
(i.e., the actuator). 

For control of a complex pair of eigenvalues (Xy, X,) with 
left eigenvectors (vy, Vj) the controller K in Fig. 10 is given by 

K = 2Re vjb(x;-xy) 
(20) 

= A x + bz (19) 
where x is the state of the system, z is the single control input 

where p is the desired new eigenvalue. A more general account 
of single-input control appears in [21]. 

The feedback operates to extract energy from the potentially 
unstable mode at a rate given by 

E<xRe(p~\)[Re{\fx)]2 (21) 
i.e., the rate of energy extraction depends on feedback gain 
and on the square of the modal amplitude. This control law 
may be expected to be robust against nonlinearity of the system 
at finite amplitudes of the unstable mode. As long as the mode 
shape remains substantially the same, feedback control may 
be expected to extract energy from it. Sufficiently large, and 
negative feedback gain may therefore be expected to maintain 
the stability of the system against finite disturbances. Thus we 
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expect our controller to play precisely the same role as "con­
troller A" in the previous section. 

4.2 Control System. The control system is shown in out­
line in Fig. 11. A number of pressure sensors are positioned 
flush in the walls of diffuser channels around the compressor. 
Their signals are conditioned and routed to a many-input, 
single-output controller. This provides a control signal to a 
high-speed actuator, which modulates a flow of compressed 
air. The modulated flow is fed to a point at the outer edge of 
the impeller eye, where it is injected parallel to the impeller 
axis. The injection tube has an i.d. of 21 mm, compared to 
the eye diameter of about 97 mm. It terminates about 5 mm 
short of the impeller blades. The mean injected flow is 1.4 
percent of the engine total mass flow; the area ratio of the 
injection tube to the impeller eye is 5.7 percent. 

The controller is essentially a multichannel digital FIR filter 
implemented using an Analog Devices ADSP2100 DSP chip 
on a proprietary PC plug-in board. Coefficients for the filter 
were calculated off-line and downloaded via the host computer, 
an 80386-based IBM compatible PC. Input and output signals 
are obtained using ADC and DAC cards also mounted on 
plug-in boards in the PC. The controller is capable of providing 
a four-in one-out filter matrix with 64 coefficients per channel 
at a sampling rate of 20 kHz. The boards are obtainable via 
[20]. 

The actuator is shown in outline in Fig. 12. It is essentially 
a lightweight sleeve valve driven by a loudspeaker coil and has 
a useful bandwidth well in excess of the required figure of 200 
Hz. The slider is connected to the push-rod via an open spider, 
to avoid a large pressure differential displacing the driver coil. 
The slider can move sufficiently to allow ±100 percent mod­
ulation of the mean injected flow. The actual modulation is 
highly dependent on engine state as well as on feedback gain; 
in typical control experiments, with the engine at the uncon­
trolled surge line, its rms level would be very roughly 10 percent 
of the mean flow. 

The practical implementation of control required signals in 
the feedback loop to be band-limited to reduce noise. They 
also had to be phase-shifted: Individual sensor signals had to 
be treated to produce an efficient mode-observer; the output 
signal had to be treated to compensate for the effect on phase 
of delays in the actuation system. The chosen method was to 
incorporate further delays, which avoided distortion of signal 
power spectra and allowed easy and rapid adaptation of the 
controller response. However, control systems incorporating 
delays are known to be limited in the stability margin (Re(p 
- X)) they can produce [22]. Subsequent modeling has sug­
gested this was probably a serious limitation in this case. 

4.3 Control Trials. Trials consisted of testing whether 
control had moved the engine's surge point, using three dif­
ferent techniques. Our most commonly used measure of per­
formance was the engine power delivery to the dynamometer 
just before surge. The engine governor was mechanical, and 
maintained a constant pressure ratio over the range of (stable) 
operating conditions used. 

Test 1: The engine's surge point would be established with­
out control by slowly increasing load via a waterbrake dyna-

* = = ^ 

j ? / f / r r r r /-r-r 

•PLENUM 

! t t / I £2=Z 

TO 
IMPELLER 
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PUSH ROD 
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Fig. 12 

mometer. The controller would then be switched on and the 
surge point remeasured using the same procedure. In practice 
the surge point tended to drift: It could differ by 1 percent in 
engine load between 2 measurements in rapid succession, and 
by 3-4 percent over the course of a day's testing. Our tests 
were therefore done in as rapid succession as possible, but 
occasionally there would be a delay of up to 20 minutes. In 
view of this we suggest there is an uncertainty of ± 2 percent 
in any measurement of power at surge (measured as being 
proportional to dynamometer load times shaft speed). Table 
1 shows results from a succession of control filter settings. In 
filter one, a first-order filter function was used to shape the 
frequency response, while in set 2 a second-order filter function 
was used. Phase was optimized by adding or subtracting delays; 
letter subscripts denote different delays. The precise phase 
shifts required for optimum control had to be approached by 
trial and error. An initial set of values would be calculated 
using the transfer functions from actuator drive to pressure 
sensor signals measured with the engine at a stable operating 
point. The transfer functions were known to change with the 
operating point, and hence these values would not be optimal 
when the engine was taken up to and beyond the normal surge 
line. Changes of up to 40 deg were required to obtain the best 
performance. 

The variability of power at surge is clear from the results 
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Table 1 Surge margin achieved by control: test 1 Control on 

Filter Set Number Power Increase % 2.5 

^ H | N 4 ^ ^ ^ 

0.2 sec 

Surge 

45 sec 

Dashed: Control on 

Fig. 13 Effect of control on diffuser channel pressure spectrum 

of repeated trials with filters Id, If, and lg in Table 1. Cor­
rected mass flow through the compressor at surge appeared to 
vary much less than delivered power and could be deduced 
from static pressure measured in the throat of a bellmouth on 
the air intake. This was occasionally recorded on tape. For 
trials with filter set lg, corrected mass flow was 2.6 percent 
lower at surge with control on than with control off. 

Test 2: The engine surge point without control would be 
determined; control would be switched on and engine load 
increased to about 5 percent above this point. Control would 
then be switched off. This was tried four times. On three 
occasions the engine surged immediately after control was re­
moved; on one, it surged while control was still on. 

Test 3: The engine would be surged without control. Con­
trol would then be turned on to see whether surge was then 
suppressed. This was tried twice without success. The reason 
became obvious on analyzing recordings of the actuator's dis­
placement: The control system responded to some extent to 
the pressure variations produced by the very large changes in 
axisymmetric flow during surge. These saturated the control 
system and prevented it responding properly. 

4.4 Response Before Surge. The effect of feedback on 
the spectrum of a diffuser pressure signal is shown in Fig. 13. 
The spectrum was recorded during normal operation, with 
engine load too low to precipitate surge. The developing in­
stability in the absence of control (solid line) produces the 
broad peak centered at 190 Hz. On applying feedback control 
(dashed line) the peak is reduced, is broader, and has moved, 
towards lower frequency; the resonance has become more 
heavily damped. 

The effect of control on the behavior of diffuser static pres­
sure in time is indicated by Fig. 14. All three traces are to the 
same vertical scale (±2.5 psi). The center trace is a 45-second 
sequence covering a period during which control was turned 
off with the engine condition held constant at a normally 
unstable load; the engine surged, as indicated by the large 
increase in variance for the last 3/4 second. The upper trace 

0 Control off 0.2 sec 

Fig. 14 Effect of control on diffuser channel pressure 

is an expanded section, 0.2 seconds long, with control on. The 
lower, similarly expanded, is with control off. Evidently, the 
effect of control is to suppress large bursts of oscillation, one 
of which eventually triggers surge. It is an interesting feature 
of engine behavior that the oscillations do occur in bursts: We 
believe this is because of the large levels of fluctuating pressure 
in the engine. Fluctuations in combustion chamber static pres­
sure exceed 1 psi about a mean of 3 bar; we attribute this to 
the combustion process. This is sufficient to affect the engine's 
operating condition: When its time-average condition is close 
to marginal stability, its instantaneous state switches rapidly 
between stability and instability. This causes oscillations al­
ternately to grow and decay, until one burst grows large enough 
to trigger surge. 

4.5 Effect of Control on the Surge Mechanism. Figure 
15 shows a diffuser pressure trace during surge onset, with and 
without control. The time window is 0.4 seconds. 

It is evident that in both cases, surge starts with a strong 
burst of oscillation. The surge cycle with no control involves 
an episode of rapidly growing oscillation in a manner typical 
of "classic surge"; this seems to be still present with control 
on. The surge cycle period is somewhat smaller with control 

5 Discussion 
Our results demonstrate that the nonaxisymmetric oscilla­

tion in the diffuser is controllable and that controlling it can 
move the surge point to higher loads and lower mass flows. 
We believe that this behavior is in close analogy with that 
theoretically expected of an axial compression system in which 
rotating stall only is controlled. 

However, we interpret the results of section 4.5 as showing 
that, when the engine surges with control on, it is still doing 
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Fig. 15 Effect of control on surge mechanism: diffuser channel static 
pressure around surge onset 

so via an interaction of the compressor instability with axi­
symmetric surge: "classic surge." Our control system has in­
troduced only a finite stability margin, and has not therefore 
eliminated this route to surge. 

We believe that this is due, not to any limitation on feedback 
gain, but to the significant approximations made in the design 
of the control system. It is for example typical of control loops 
containing delays that the extra stability margin achievable 
should be limited. 

In order to test the control strategy outlined in section 2, 
the system described should be improved and combined with 
the type of axisymmetric control system described for example 
in [3]. When the route to instability is "classic surge" rather 
than "deep surge," axisymmetric control does not appear to 
increase stability margin [9]. In order for the combined system 
to show any further benefit, therefore, the nonaxisymmetric 
controller must produce a sufficient stability margin that' 'deep 
surge" becomes the first mode of instability. 

6 Conclusions 
We have shown that it is theoretically possible for a linear 

control system to stabilize nonaxisymmetric modes of a com­
pressor. Numerical modeling results suggest that by using this 
together with a second linear controller for axisymmetric 
modes, a compression system may be rendered absolutely sta­
ble to all disturbances. 

We have shown by experiment that a linear controller can 
indeed stabilize a nonaxisymmetric mode. In our test engine, 

a Rover IS/60 45 kW power unit, a relatively crude control 
system produced an increase of more than 10 percent in de­
livered power before surge, with a corresponding decrease of 
2.6 percent in corrected mass flow. 
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Unsteady Aerodynamic Response 
of a Cascade to Nonuniform inflow 
A solution method is developed for the small perturbation approximation to the 
inviscid, unsteady fluid equations for a two-dimensional cascade of airfoils. By 
introducing the unsteady field as a locally small perturbation from a nonuniform 
steady field, a first-order coupling between the unsteady fluid properties and the 
gradients of the steady field properties results. Results of this analysis procedure 
are compared with the experimentally determined unsteady pressure distribution on 
the vane of a low-speed research compressor produced by the wakes from the 
upstream rotor. Correlation between experimental and analytical results is good. 
Similar comparisons of the data with an analysis method that approximates the vane 
as a two-dimensional cascade of flat plates at zero mean incidence did not exhibit 
acceptable correlation. The lack of correlation was particularly evident for the 
chordwise phase angle distribution. 

Introduction 
Aerodynamically induced vibration has continuously 

plagued designers of turbomachine blading since the earliest 
days. While aeroelastic instability (flutter) has received much 
of the published effort, resonant vibration driven by nonuni­
form inflow or outflow accounts for the great majority of 
development and operational problems. Within this context, 
the excitation of a trailing blade row by the viscous wake from 
its upstream neighbors represents one of the major sources of 
fatigue failures in gas turbine blading. 

A key element in reducing the occurrence of vibration-in­
duced failures in blading is the development of a method for 
predicting resonant vibration levels. Accurate prediction of the 
unsteady aerodynamic excitation forces is a crucial factor in 
developing such a predictive tool. Many investigators have 
contributed to the understanding of this problem. Until re­
cently, such efforts have reduced the complicated three-di­
mensional geometry of an actual turbomachine blade passage 
to a two-dimensional cascade of flat plates at negligible angle 
of attack. As a result of this simplification, both the time mean 
and time dependent departures from free-stream conditions 
can be regarded as small and of equal order. The unsteady 
fluid properties then become formally independent of the local 
steady flow. A less restrictive approach—as developed by Ver-
don and Caspar (1981) for unsteadiness produced by airfoil 
vibration, Atassi and Akai (1979) for incompressible flow, and 
Caruthers (1980) for subsonic flows including unsteadiness 
resulting from nonuniform inflow or outflow conditions— 
assumes the unsteady field to be a small local perturbation 
about a spatially varying steady field. The resulting boundary 
value problem remains linear. However, new terms appear in 
both the field equations and the boundary conditions reflecting 
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36th International Gas Turbine and Aeroengine Congress and Exposition, Or­
lando, Florida, June 3-6, 1991. Manuscript received at ASME headquarters 
February 20, 1991. Paper No. 91-GT-174. Associate Technical Editor: L. A. 
Riekert. 

a first-order modification to the unsteady flow resulting from 
spatial gradients in the steady flow. This paper describes the 
current state of development of an analysis procedure based 
on this local linearization concept. A comparison is presented 
between the measured unsteady pressure field on the vane of 
a low-speed research compressor produced by the wakes from 
the upstream rotor blades and theoretical predictions. It is 
shown that coupling between the steady and unsteady flows 
must be considered, even at low levels of steady loading. 

Analytical/Numerical Method. The method used to pro­
vide the numerical results presented here is an improved version 
of that presented in great detail in the paper by Caruthers 
(1980). The primary differences are threefold. First, as indi­
cated in the reference, the vortical part of the flow may be 
calculated more efficiently by using Goldstein's splitting pro­
cedure (Goldstein, 1979). This procedure was incorporated into 
the method and reported originally in an unpublished contract 
report (Caruthers and Scott, 1981). Second, the semi-intrinsic 
coordinate system used previously, where one set of coordinate 
lines was taken as the mean flow streamlines, gave difficulties 
whenever there existed an axial mean flow reversal, which is 
often encountered near the leading edge of turbine stators. For 
this reason the numerical discretization was modified for com­
patibility with a more arbitrary grid system, as reported in a 
second unpublished contract report (Caruthers, 1984). Since 
the work contained in these two documents was not published 
in the open literature, the most relevant portions of them are 
presented as appendices to this paper. Third and finally, the 
exit radiation boundary conditions for the velocity potential 
are somewhat complicated due to the presence of the distorted 
vortical flow and inhomogeneity of the potential equation at 
the exit. This unnecessary complication has been eliminated 
by recasting the exit radiation condition in terms of the per­
turbation pressure. The method, as it currently stands, is out­
lined below. 

It is assumed from the beginning that the flow is two di-
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mensional and adiabatic, inviscid, and that the fluid is a perfect 
gas. It is also assumed that the temporal variations of all flow 
and thermodynamic properties are small compared to mean 
values of their reference quantities. In particular, 

V(x,y,t) = V0(x,y) + v(x,y,t); l U l « c 0 (1) 

P(x,y,t)=P0(x,y)+p(x,y,t); \p\«P0 (2) 

S(x,y,t)=S0(x,y)+s(x,y,t); \s\«c„ (3) 

p(x,y,t)=p0(x,y)+p'(x,y,t); \p'\«p0 (4) 

Using this assumption, the continuity, momentum, and energy 
equations may be split as follows: 

Steady mean flow. 

V-(p o K o )=0 (5) 

PoVo-VVo=-VP0 (6) 

Vo-VSo = 0 (7) 

thereby allowing independent solution for the mean flow quan­
tities. 

Unsteady flow (to first order): 

DoP' 
+ p'(V-Vo) + V-(pov)=0 

where 

Dt 

Po[j^+v-VV0)+p'V0-VV0 = 

j£+v-VSo = 0 

il-5^-' 

V/7 

(8) 

(9) 

(10) 

(11) 

It is assumed that the mean flow field is homentropic 
(S0 = const), reducing Eq. (10) to 

D^s 

Dt' 
0 (12) 

so that the perturbation entropy field may be solved inde­
pendently of other perturbation quantities. Its solution is sim­
ple, given in terms of mean flow variables as 

s = s(^0, T) 

r = t-^0\ dl/V0 • 
where ° 

i/<0 = mean flow stream function 

/ = distance along a streamline 

Eliminating p' from Eqs. (8) and (9) gives 

Djp'\ 1 

(13) 

(14) 

n , i 5 i + — V - ( p o f ) = 0 
Dt \p0ctj p0 

DQV 

Dt 
-+v-VV„ V„-VVn = 

Po 

(15) 

(16) 

The perturbation velocity is now split into potential and vor­
tical parts as 

~v=V(j> + w (17) 

The addition of another variable by the above splitting nat­
urally leaves an indeterminacy in the problem formulation. 
The indeterminacy may be removed in a variety of ways as 
noted in Caruthers (1980). Goldstein's (1979) procedure is, 
however, most elegant. The procedure begins by substitution 
of Eq. (17) into Eq. (16). Letting 

• w-sVJ2cn 

this yields 

D0<$> D0w _, -
V—— H—-—hw -W0 = 

Dt Dt 
V (p/p0) 

By choosing to set 

Dow' 
Dt 

+ vv'-vK„ = 0 

(18) 

(19) 

(20) 

a simple relation between the perturbation potential and pres­
sure may be recovered as 

Do<!> 

Dt = -P/Po (21) 

where an arbitrary function of time has been absorbed into </>. 
Goldstein gives a simple general solution of Eq. (20) when 
V x Vo = 0 (an assumption which is now invoked). 

Nomenclature 

cp = 
/ = 

k = 
I = 

n = 

P = 
P = 
S = 
5 = 

J = 
V = 
v = 

~w = 

w' = 

airfoil chord 
speed of sound 
constant pressure specific heat 
imaginary number = V - 1 
reduced frequency 
dummy integration variable 
along steady-state streamline 
reference location on steady-
state streamline (Eq. (14)) 
unit normal vector to airfoil 
surface 
pressure 
perturbation pressure 
entropy 
perturbation entropy 
time 
velocity vector 
perturbation velocity vector 
rotational component of per­
turbation velocity field 
auxiliary variable of Goldstein 
defining rotational velocity 
field (Eq. (18)) 

w = vector amplitude of rotational 
velocity for harmonic time de­
pendence 

x = axial coordinate 
y = tangential coordinate 
a = characteristic tangential wave 

number associated with gen­
eral solution for potential 
equation in far field 

13 = interblade phase angle 
fi,2 = local nonorthogonal coordi­

nate axes in computational 
mesh 

= vector functions defining solu­
tion for w 

X = characteristic axial wave num­
ber associated with general so­
lution for potential equation in 
far field 

p = fluid density 
o' = perturbation fluid density 
a = cascade solidity 

T 

4> 
* 

* 
CO 

= LighthilPs drift function (Eq. 
(14)) 

= perturbation velocity potential 
= amplitude of perturbation po­

tential for harmonic time de­
pendence 

= stream function 
= circular frequency 

Subscripts 
o = time mean quantity 

— oo = refers to upstream reference 
plane, where mean properties 
assumed uniform 

+ oo = refers to downstream reference 
plane, where mean properties 
have returned to uniform state 

Superscripts 
n = order of characteristic wave 

numbers associated with far 
field solution 

= complex conjugate 
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w' = V5r£ (22) 

where in two dimensions the rectangular Cartesian components 
of 77 are 

t?i = ^ 0 [ dl/V0; 7j2 = t„ (23) 
0 

where \p0 is the steady mean flow stream function. The function 
i; is an arbitrary vector function of the arguments i\\ — t and 
i?2- That is, 

*=?foi - ' , i j2 ) (24) 

The solution is rendered unique by applying initial conditions 
t o w ' at an upstream jeference location, thereby determining 
the particular form of £. The details of the procedure, originally 
reported by Caruthers and Scott (1981), are given in Appendix 
A. 

A slight problem arises with regard to this method on the 
airfoil and wake surfaces. This occurs because 771 and Vtji are 
singular aft of a stagnation point where V0 - 0. Consequently, 
w' becomes singular as well so that the method apparently 
fails along the airfoil and wake surfaces. If it were possible to 
continue on with the solution for <j> at this point, V$ would 
develop a singularity, which would just cancel the singularity 
in w'. Goldstein (1981) and Atassi (1985) have suggested a 
method for removing the singularity explicitly. The method 
proceeds on the basis that the gradient of any scalar function, 
\p, which is a solution of Do\p/Dt = 0, is a solution of Eq. (20). 
Therefore, v M / i - 1 , T/2) is a solution of Eq. (20) and may be 
adjusted so that 

Vif(i)i-r, r j 2 ) = - w ' (25) 

all along the airfoil and wake surfaces. Thus, adding V ^ to 
w' while subtracting the same from V 0 removes the trouble­
some singularity. 

An early attempt by the authors to use this device to remove 
the singularity totally was only partially successful in that a 
phase singularity in the streamwise component of w' could 
not be removed. Since this negated some of the advantage 
originally sought by employing the method and since use of 
this method incurs a considerable increase in the complexity 
of the procedure (for example, the remaining potential part 
of the unsteady flow no longer satisfies radiation conditions 
at infinity), it was not employed in producing the current 
numerical results. It was observed during the early stages of 
development that the numerically evaluated steady mean ve­
locity field, which is used in the numerical evaluation of the 
integral in Eq. (22) was never quite zero in the grid cell con­
taining the stagnation point, although it approaches zero as 
the grid is refined. The value of 171 grows correspondingly larger 
as the grid is refined but is never numerically singular. While 
this caused some concern initially, numerical experimentation 
has shown the results to be relatively insensitive to grid re­
finement in the leading edge region. This observation, illus­
trated by Fig. 7, which is discussed in detail later in this paper, 
has served to dispel this concern. It may also be argued that 
the result obtained in this manner is indistinguishable from 
that obtained by the physical addition of a small, subgrid scale, 
forward cusp to the airfoil. However, if one is willing to cope 
with the additional complexity, Hall and Verdon (1989) have 
reported a full singularity removal process following the pro­
cedure outlined above. 

Equations (15) and (21) combine to yield the equation for 
the perturbation potential: 

l/P"v-(fioV<l>)-^(~ A = - l / P o V - 0 o v v ) (26) 

Simple harmonic solutions of the above are sought. Letting 
<t> = 4>e'kl and w = we"" then 

1/poV -(PoVfo-LlLlfa/rt) = -l/PoV -(Port) (27) 

where L = ik + V0 • V and k = cw/K0_«,. 
Since vi> is known already from the previous calculation, Eq. 

(27) may be solved once the boundary conditions are estab­
lished. For convenience sake, all variables are taken as ap­
propriately nondimensionalized by p_„ , V0^„, and chord 
length, where - 00 refers to conditions at the upstream ref­
erence plane. 

Boundary Conditions. At all blade surfaces and in the 
absence of blade motion 

( V 0 + M > ) - « = O (28) 

Throughout the geometrically periodic region of the cascade 
the socalled quasi-periodic condition is enforced. 

4>(x,y) = 4.(x,y + -\t"3 (29) 

where (3 is the phasing imposed by the wake gust velocity, 
w, and a is the cascade solidity. The mean flow is assumed to 
be uniform upstream of the computational domain boundary 
and an outward radiation condition is enforced on 4>- This 
may be expressed as 

00 

* = 2 b^',xeia"y (30) 

« = - 0 0 

where a" = <r(2«x - /9) and 

" A" = [ - 6 + (62 - 4ac)1/2] */2a 

a = l - M 2 _ „ c o s 2 e _ „ 

b= -2cos0-„M2_oo(a"sin0^oo + £) 

c={an)2-M2.„(ansmd^m + k)2 (31) 

and the b„ are determined by matching 4> from Eq. (30) to the 
interior numerical solution along the inlet boundary. The de­
tails of the matching procedure are too lengthly to include here 
but may be found from Caruthers (1980). 

Downstream of the cascade, the computational boundaries 
are set to lie approximately along the mean wake streamlines. 
Continuity of pressure and displacement (normal velocity in 
this case) are applied. Continuity of pressure across the wake, 
along with Eq. (29) yields 

4>L - el%u = Q>L ~ eifS4>u),.e. e'ik^ (32) 

where the subscripts indicate the upper and lower wake bound­
aries, while continuity of normal velocity yields 

(V0 + w)L-« = e^(V(A+w)u-/? (33) 

It is noted that since Atassi's (1985, private communication) 
singularity removal method was not used, w»« is discontinuous 
across the wake surfaces, which forces a cancelling disconti­
nuity in V<f>'n. 

Far downstream the flow once again becomes uniform so 
that 4> satisfies 

V24>-L24>/Co= - Vw> (34) 

Applying the L operator to Eq, (34) gives 

V 2 (L0) -L 2 (L0) / c 2 = O (35) 

or 

V2p~L2(p)/c2
o = 0 (36) 

since L{ V •$/) = 0 in the downstream field. Taking the mean 
flow as uniform beyond the downstream computational 
boundary, the outgoing radiation condition is applied by set­
ting 

L 0 = 2 <>nei+x"xeia"y (37) 
n= -00 

where +X" is given by Eq. (31), but with the sign of the radical 
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Table 1 Airfoil mean section characteristics and compressor design 
point condition 

Type of airfoil 
Number 
Chord, in. (cm) 
Solidity, s = C/S 
Camber, 0 - deg. 
Aspect ratio, AR = S/C 
leading edge radius/C 
Trailing edge radius/C 
Inlet air angle, Bi - deg. 
Exit air angle, B2 - deg. 
Loss coefficient 
Diffusion factor 
Rotor-stator axial spacing-in. (cm) 
Flow rate 
Tip speed 
Rotational speed 
Stage pressure ratio 
Inlet tip diameter 
Hub/tip radius ratio 
Stage efficiency, percent 

Rotor 
65 Series 
42 
4.589 (11.66) 
1.435 
20.42 
1.046 
0.0044 
0.0028 
59.38 
42.41 
0.043 
0.449 
1.485 (3.772) 

Stator 
65 Series 
40 
5.089 (12.93) 
1.516 
48.57 
0.943 
0.0049 
0.0030 
37.84 
0.00 
0.056 
0.410 

31.02 lb/sec (14.07 kg/sec) 
183.5 ft/sec (5593.1 cm/sec) 
876.3 rpm 
1.0125 
48.01 in. (121.95 
0.80 
88.1 

cm) 

Stage 
pressure 

ratio 
<Rc> 

Fig. 1 A 

set negative and the constants a, b, c referred to + 00. The a„ 
are again determined by matching to the interior numerical 
solution. An imposed potential disturbance originating from 
downstream can easily be added by adding a single term of 
known amplitude from the opposite (upstream moving) wave 
family to Eq. (37). 

This procedure for applying the exit boundary condition is 
much simpler than previous methods, which were cast in terms 
of the velocity potential and thus had to contend with discon­
tinuous wake potentials and particular solutions of the non-
homogeneous Eq. (34). It therefore represents a substantial 
improvement. 

Numerical Solution. The discretized field equations and 
boundary conditions (see Appendix B) can be arranged in the 
block tridiagonal form 

A'<b,- j + 5 / $ / + C / $ / + , =F' (38) 

where $7 and F1 are column vectors and A1, Bl and C1 are 
square matrices for each value of the discrete coordinate index, 
1=2, 3, ..., M- 1. The system is completed by discretizing the 
inlet and exit radiation boundary conditions. 

These may be put in the forms 

$1 + C1*2 = F 1 = 0 (39) 

for the inlet and 

AM*M-l + <i>M=FM=0 (40) 

for the exit, where to retain the block tridiagonal form, the 
field equations at coordinate index M have been used to elim­
inate # M + 1 . 

The block tridiagonal system of Eq. (38) is solved by 

*/+i = fl/+6/*7 • (41) 

where the b't and a'j are matrices and vectors, respectively,, 
given by the recursion relations 

and 

and where 

b't.^-iB'+Cfb', )~i(A!) 

a',_i=(B'+C,b'I)-
l(F'-C'a'I) 

bL,= -AM 

* 1 = - ( 6 1 ' + [C1]-1)-1(a1 ' + [C1]- 'F1) 

(42) 

(43) 

(44) 

(45) 

(46) 

1.012 • 

1.010 

1.008 

-

U^ 

*** 

V1 

IOO%N/VG 

1 t 1 1 

20 25 30 35 
Corrected mass flow rate 

40 

Allison low-speed research compressor operating conditions 

Fig. 2 Computational mesh tor low-speed rig vane 

Comparison of Theoretical Predictions and Experimen­
tal Data 

All unsteady data presented for comparison were acquired 
in a single-stage, low-speed research compressor by Fleeter et 
al. (1980). A detailed description of both the rig and the ex­
periment may be found there. For reference, Table 1 presents 
the midannulus section properties of the two airfoil rows. The 
data were obtained at the three steady-state flow conditions 
shown in Fig. 1. These conditions correspond to incidence 
angles to the vane mean camber line, which vary from highly 
negative at the lowest pressure ratio to nearly zero at the highest 
pressure ratio. Since the unsteady flow problem is posed as a 
small perturbation about a spatially nonuniform steady flow, 
accurate modeling of the mean flow field is a necessary first 
step. Predictions of the steady flow properties were derived 
from a numerical solution of the equation for the stream func­
tion in an irrotational fluid. Due to the negligible flow path 
convergence through the vane and the low Mach numbers 
inherent in this rig, the effects of spanwise streamline curvature 
and convergence were neglected. The numerical procedure was 
implemented on a body-fitted grid system obtained using an 
algebraic generation method. Both the steady and unsteady 
results presented in this paper were obtained on a mesh with 
20 points in the tangential direction and 60 points in the axial 
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Data Analysis 

D Suction surface — 

O Pressure surface — 

Analysis 

40 60 

% Chord 
Data point 01 
rh = 38.5 !b/sec 
R(.= 1.0085 

40 60 

% Chord 
Data point 02 
m = 36.25 lb/sec 
R-= 1.0098 

40 60 

% Chord 
Data point 03 
m = 27.5 lb/sec 
Rc= 1.0115 

Fig. 3 Time mean pressure distribution on vane surface for three operating conditions 

Table 2 Nondimensional parameters describing rig operating condi­
tions 

Pt 

1 

2 

3 

Inlet Mn. 

0.115 

0.115 

0.105 

Inlet air 
angle 

26 deg 

32 deg 

42 deg 

Reduced freq. 
(c(o/Vo^o) 

12.96 

13.3 

13.9 

Interblade 
phase 

-18 deg 

-18 deg 

-18 deg 

W/VO.00 

.036 

.0355 

.135 

direction. A slightly coarser version of the grid for the subject 
airfoil is shown in Fig. 2. Since the procedure is actually im­
plemented across a flow channel, Fig. 2 is composed of two 
grid systems matched at a periodic boundary. This is done to 
illustrate clearly the leading edge mesh packing that is pro­
duced. A comparison of the static pressure distribution on the 
vane surface resulting from the theoretical model with exper­
imental measurements is shown in Fig. 3 for each of the three 
operating points. Inlet conditions were determined approxi­
mately from mean velocity and angle measurements from a 
hot-wire anemometer. The assumed inlet angle for the analysis 
was then varied to obtain a best fit to the measured surface 
pressures. Using this technique, it was possible to obtain a 
good match between experimental and computational results 
for the two lower pressure rise conditions. At the highest pres­
sure ratio, the experimental results exhibit a significantly lower 
level of over speeding in the leading edge region and a reduced 
static pressure rise near the trailing edge on the suction surface 
than do the computational predictions. While no data were 
obtained during the investigation that would prove the con­
clusion, it is believed that the discrepancy may be the result 
of the presence of regions of locally separated flow. In spite 
of this area of disagreement, the computational results are 
believed to be an adequate approximation to the steady flow 
field. 

The unsteady pressure data are presented in terms of the 
nondimensional pressure jump between the suction and pres­

sure surfaces and a phase angle. As can be seen from the 
theoretical development, the amplitude of the unsteady pres­
sure response produced by the rotor wake should scale with 
the level of the velocity defect associated with the wake. This 
fact was used in defining the appropriate nondimensionali-
zation of the pressure. The time domain output of both the 
pressure transducers and hot-wire anemometer were converted 
to a series of integer multiples of the rotor blade passing fre­
quency using standard Fourier analysis procedures. The har­
monics of the pressure signal were then made nondimensional 
by dividing them by the vane inlet dynamic head and scaling 
the resultant levels by the ratio of the free-stream velocity 
(Vĝ oo) to the same harmonic of the wake velocity (w). The 
phase angles of the pressure response harmonics were also 
established with respect to the harmonics of the wake velocity. 
As was previously mentioned, the unsteady pressure data were 
obtained on the adjacent surfaces of a channel formed by two 
of the vanes. By phase shifting the data from one surface 
through the known interblade phase lag associated with the 
difference in the numbers of the rotor blades and stator vanes, 
the equivalent unsteady response of the two surfaces of a single 
vane were obtained, thereby allowing determination of the 
equivalent unsteady response on the two surfaces of a single 
vane. This format was selected to facilitate comparisons with 
theoretical predictions. 

The experimental data are presented in Figs. 4-6. In addi­
tion, Table 2 lists the value of important nondimensional pa­
rameters associated with each of the data points. The figures 
also present the results of two theoretical methods. The first 
method is the one described earlier in this paper and by Ca-
ruthers (1980). The second method is that of Smith (1971), 
which approximates the vane airfoils as a two-dimensional 
cascade of flat plates oriented at zero incidence to the mean 
flow vector. This method is presented as a baseline and to 
illustrate the importance of coupling between the unsteady flow 
and gradients in the mean flow. Examination of Figs. 4-6 
shows that the correlation between the amplitude and the pres­
sure coefficient predicted by the current method and the meas­
ured values is good. The flat plate theory of Smith is in general 
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Fig. 4 Unsteady pressure jump due to first harmonic ot rotor passage-
operating point 01 
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Fig. 5 Unsteady pressure Jump due to first harmonic of rotor passage-
operating point 02 

agreement with the data, but is unable to reproduce certain 
characteristic features of the regions between 20 and 40 percent 
of chord and 80 and 100 percent of chord. This variance is 
most pronounced for point 01, which corresponds to the largest 
negative values of incidence to the vane. Referring to the time 
mean data in Fig. 3, it can be seen that the region between 20 
and 40 percent chord contains strong gradients in the steady 
flow field on both the suction and pressure surfaces, as the 
pressure goes through its minimum value on both surfaces and 
then begins to diffuse. The middle portion of the airfoil is well 
described by both theoretical methods, even though the steady 
flow continues to decelerate at a fairly high but nearly constant 
rate. As the trailing edge is approached and the steady flow 
attempts to adjust to the presence of an edge, the unsteady 
pressure amplitude again increases. Neither analysis method 
follows the trend near the trailing edge particularly well, and 
it may be that viscous phenomena are a dominant feature in 
this region. 

Turning now to the phase portion of Figs. 4-6, it is quickly 
evident that the flat plate approximation yields a chordwise 
phase distribution that is totally different from the experi­
mental data. The current method is very reasonable match to 
the data for data points 01 and 02, except for one isolated 
location. At the 10 percent chord location for point 01, the 
phase data and predictions disagree by approximately 180 deg. 
In the original data reduction program, it was necessary for 
the analyst to determine the quadrant in which the phase lay 
in the Argand diagram and to add a 180 deg correction to all 
angles lying in the second and third quadrants. While the raw 
data are no longer available to prove the supposition, it seems 
likely that this location is improperly corrected. If this sup­

position is correct, then the theoretical method is found to 
reproduce the trends of the data at negative incidence quite 
well. 

The theoretical values for chordwise phase shift for data 
point 03 follow the basic trends of the experimental data, but 
are not as good a qualitative match as the two previous data 
points. This was at first somewhat surprising, since the steady-
state incidence was approaching zero and the chordwise dis­
tribution of pressure magnitude was well predicted. Initially, 
it was thought the phase discrepancy might be related to the 
approximate treatment of the stagnation point singularity of 
the rotational velocity field. As a result of the grid compaction 
in the leading edge region produced by the generation method, 
modifying the axial grid density substantially alters the re­
sulting leading edge grid distribution. If in fact the results were 
being influenced by a singular term, a small variation in the 
mesh point locations should produce substantial changes in 
the final results. A second set of results were produced for 
point 03 on a grid with 15 tangential points and 48 axial points 
(this is the grid system shown in Fig. 2). The resulting pressure 
amplitude distribution could not be distinguished from the 
results on the refined grid, and therefore is not presented here. 
A small change in the phase distribution was noted in the region 
between 0 and 20 percent of the chord, with the maximum 
difference between the two predictions being approximately 
15 deg, as shown in Fig. 7. We believe these results indicate 
that the discrepancy between experiment and analysis is not 
related to any residual singular component in the velocity field. 
During the data reduction process, it was necessary to introduce 
fairly substantial phase corrections into the results, which var­
ied between the data channels as a result of phase shifts in-
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Fig. 6 Unsteady presure jump due to first harmonic of rotor passage-
operating point 03 

troduced by the instrumentation amplifiers and multiplexing 
of the analog to digital converter. Thus, it becomes tempting 
to ascribe the discrepancy to an accumulation of error in the 
data reduction process. However, referring to Table 2, it seems 
a more fundamental process may be at work. For data points 
01 and 02, the first harmonic of the inlet velocity profile is 
found to be approximately 3.6 percent of the mean velocity. 
However, for data point 03, the first harmonic of the velocity 
profile has increased to 13.5 percent of the mean velocity. A 
similar increase was observed in the second harmonic of the 
inlet velocity profile, suggesting that the overall strength of 
the rotor wake has substantially increased. The velocity per­
turbation levels associated with this last data point are of 
sufficient size to raise questions concerning the validity of the 
small perturbation assumption. 

The dramatic difference in phase response between the ideal­
ized unloaded flat plate cascade and an actual airfoil can be 
traced to the convection process associated with transporting 
the wake through the blade row. As a rotor wake is pulled 
across the face of the downstream vane, it establishes a phase 
front with a particular orientation, which then convects through 
the downstream blade row. When no steady flow gradients are 
present, this phase front maintains a fixed orientation in space. 
However, in the presence of gradients in the convecting velocity 
field, this phase front is deformed. This will produce a par­
ticularly strong effect at the airfoil surfaces where induced 
velocities must cancel the imposed wake velocity distribution. 
While the current analysis method is in good qualitative agree­
ment with the experiment data, quantitative discrepancies do 
exist. Referring again to Figs. 4-6, it can be seen that the slope 
of the phase distribution along the chord, which is related to 
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Fig. 7 Effect of grid refinement on phase results for data point 03 

the phase velocity, is different for the experimental data and 
the theoretical predictions of our method. A likely source of 
the phase discrepancy noted here can be traced to the as­
sumptions of two-dimensional, inviscid flow on which the 
steady flow solution method is based. As previously noted, 
the transport of the wake through the cascade is a convective 
process. The presence of gradients in the steady field deforms 
the wake surfaces during this transport process. Variations in 
steady flow conditions will alter the distribution of the wake 
field along the chord. For small changes in steady flow pa­
rameters, the most pronounced effect on the unsteady flow 
will be the phase distribution. For the high levels of reduced 
frequency associated with these data, the corresponding wave 
lengths of the velocity disturbance field are short. Thus, small 
changes in the convection rate will produce large changes in 
phase. As detailed earlier, the inflow conditions for the steady 
flow analysis were varied to produce the best correspondence 
between theoretical and experimental surface pressure distri­
butions. It is to be expected that the velocity distribution as­
sociated with a particular static pressure field will be different 
for a two-dimensional, inviscid flow field and a three-dimen­
sional viscous flow. In addition, for point 03, the velocity 
perturbations associated with the wake were found to be a 
much larger percentage of the mean flow velocity than for the 
other two conditions. As the primary assumption of small 
perturbations becomes marginal, the secondary assumption 
that the unsteady vorticity and entropy are transported at a 
rate equal to the local mean flow velocity will also become 
marginal. For high reduced frequency, the phase angle results 
will be the first to be affected. This is the result of the additional 
distortion of the phase surfaces of the harmonic decomposition 
of the velocity profile, which occurs when the velocity incre­
ment associated with passage of the wake can no longer be 
neglected relative to the mean velocity. 

The change in phase distribution of the unsteady surface 
pressures in the presence of steady flow gradients has signif­
icant implications on efforts to predict forced response of 
compressor blading resulting from wake passage. In general, 
the vibration modes of compressor blading excited by wake 
passage are complex, high-order chordwise bending modes. 
These modes occur as standing waves along the chord of the 
airfoil, with all points along the chord either in or directly out 
of phase. The ability of an imposed loading distribution to 
drive these modes will change drastically with changes in the 
phase distribution of the loading pattern. Thus, while the dif­
ferences in pressure amplitude along the chord between the 
two theoretical methods presented here are not sufficient to 
produce significantly different predictions for vibratory stress 
levels, the differences in their phase distributions are. There-
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fore, any aeroelastic forced response predictive methodology 
must employ unsteady aerodynamic models, such as the one 
presented here, which include the effects of steady flow gra­
dients on the unsteady flow field. 

Summary 
In summary, a method based on a linearization of the un­

steady Euler approximation to the fluid equations about a 
spatially nonuniform mean flow has been developed for two-
dimensional cascades. This method is applicable to unsteady 
flows resulting from nonuniform, unsteady inflow and outflow 
conditions. Theoretical predictions were compared with ex­
perimental measurements of the unsteady pressure response 
on the surface of a compressor vane produced by the rotor 
wakes. Good correlation between predicted and measured lev­
els was obtained. Theoretical predictions based on approxi­
mations to the fluid equations that neglect the effects of steady 
flow gradients do not match the experimental data well. This 
deviation is particularly evident in the chordwise phase dis­
tribution. Since chordwise phasing strongly affects the energy 
absorbed by a natural mode of a structure, aeroelastic forced 
response predictions based on the method described in this 
paper will be more accurate than those employing unsteady 
flow models, which neglect the interaction of the unsteady 
pressure field with steady flow gradients. 
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A P P E N D I X A 

Determining £ From Initial Conditions on w 
Given VV=ML„ and s = S-«, at the inlet plane, x=0, £ is 

determined as follows: 

w ' ( i j i - f , 7?2) = w_0 o ( - r , i?2)-S- = ( - ' . ife)K0-»/2cp (Al) 

= V5j.£ !,=,,= [£iVih + f2Vij2L:=o (A2) 
but 

VVl\x=0 = r/Vox-» (A3) 
and 

Vr/2Uo= V^ o Uo = <K-tan0_oof+/) (A4) 
where \j/0 has been normalized by the cascade passage mass 
flow rate. Equating components gives 

£i(-t, r)2)=[w7_00-s„00FOJ,_„/2Cp]/o- (A5) 

and 
£i(-f> Vi)= Vxo-<x[tim6^<10(Wy-<x,-S-a,Voy-.a,/2cp 

+ wx„a,-S-a,V0X-J2cp] (A6) 

To obtain £(ij[ - t , r/2) simply substitute r̂  - tin the component 
Eqs. (A5) and (A6). Finally w(rii-t, i?2) is obtained as 

w= Vlj-1 + s„a(rll-t, V2)V0/2cp (A7) 

A P P E N D I X B 

Discretization Process 
The numerical solution of the governing equation for the 

perturbation potential (Eq. (27)) requires the development of 
discrete approximations to the divergence of two terms and 
the operator L, which represents the linearized approximation 
to the substantial derivative for harmonic time dependence. 
The discrete form of these equations for node (/, /) is not 
obtained by a direct application of finite differencing to the 
adjacent grid nodes, but instead involves a finite volume ap­
proximation on the auxiliary node system shown in Fig. 8. The 
required variables on the auxiliary node system are obtained 
by suitable averaging of the values from the primary grid 
system. This process allows high-order accuracy to be retained 
even when substantial grid shear is present. The details of the 
averaging process for the derivative operators follow. 

The term L{L[<j>}/Co} appearing in Eq. (27) may be ex­
panded as 

L[Li4>}c2
0}=LW/c2

0(ik-V 
• V0) + V-(V0LW/cl) (Bl) 

By applying the divergence theorem in numerically approx­
imate form to the last term and using an average of the four 
auxiliary nodes for the first term, Eq. (Bl) is evaluated on the 
small volume Fof Fig. 8 as: 

D 

L{L{4>\/c2
0} = YiPkL{<t>}k (B2) 

k=A 

where 

s 

/ \ QA V Auxiliary node 
\ / \ / \ / ^ defining control surface 

• - ' \ * " / \ n n >**"— Computational 
\ / \ ' / mesh point 

Control volume 
for center node 

Fig. 8 Computational molecule for field point 
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Likewise, applying the divergence theorem to the first term of 
Eq. (27) yields: 
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The entire equation is now approximated by the expression 

2 <*k 
90 

dx 

90 
+ 7AT-

k dy 
- ik&k$k 

where 

ot-k = PokA'Lk/2p0V-$kVxo- AZk = 

and 

yk=-pokAWk/2PoV-(lkVyok; AWk = 

The above derivatives are expressed in terms of local grid 
coordinates by 

The final system of equations can be summarized in block 
tridiagonal form as 

AI<j>,_i+Bl4>,+ d4>i+s=F' (B12) 

where 0/ and F! are vectors, and A1, B1, and C7 are matrices. 
The first and last elements of F1 embody the boundary con­
ditions. 

Letting b/j be the elements of B1 (superscript / dropped with 
the understanding that b/j represents a different set of com­
ponents for each /) then 

bjj= - ccA (Jt + j£2)/2 - yA(Jt + Ji2)/2 

+ «/K -Jf.i + Jf,i)/2 + 7 B ( -Ji,i + Jii)/2 

+ <*dJi,i + J?,2)/2 + ydJiA + Ji,i)/2 

+ adJf.i - Jfa) /2 + yD(Ji4 +Ji,2)/2 

-ik/4((lA +PB + I3C + PD) (no sum on j) 

bjj-i = - <xB(jfj + jfj/l-yjtJf,! + jfa)/2 

+ ad(J?,i -J?a)/2 + ydJiA -J&)/2- ik/4(fiB + 0C) 

bjJ+i = aA(~jfA + Jt2)/2 + yA(-Jti + J2,2)/2 
+ aD(jfA + jf,2)/2 + yDUiA + Ji,i)/2 - ik/4(j3A + fo) (B13) 

All other components of B1 are zero, except the first and 
last rows, which express the boundary conditions along the 
upper and lower boundaries of the cascade channel. 

The elements of A' are 

+ M - J?A - J?,2)/2 + yd - J?,i - J?a)/2 - ik/Wc+fo) 

ajj- i = <xc(-Jf,\-J?,2)/2 + yd-J2,i-J2C,2)/2- ik(3c/4 

ajj+ i = aD(-J?.i + J?,2)/2 + yd~ J?i + J?a)/2-ikj3D/4 (B14) 

All other components of A1 are zero, except for the first 
and last rows as with B1 above. The elements of Cf are given 
by 

(B6) Cj,j=*A(+Jt-Ji2)/2 + yA + Jl{-Jl2)/2 

+ aB(J?A + J?a)/2 + yB(JiA + J?a)/2 - ik/4(0A + ft,) 

CJJ- i = «D(/f,, - Jf,2)/2 + yB(Jl, - j f , 2 ) / 2 - ikfa/4 

(B4) 

(B5) 

90 

dXj 
JII 

90 

'Hi 
(no sum on k) (B7) 

where X\ =x; x2=y, ft are local grid-oriented coordinates, and 
Jy are transposed Jacobian matrices 

iJ~dx, 
(B8) 

The derivatives in the grid coordinates are directly approxi­
mated at the auxiliary nodes by 

90 

aft 

90 

9fc 

1 
K+ i<Jk+*'*+1.^+1 ~ ̂ Vk~ <t>Vk+1> (B9> 

= r ^ikjk+1 + <t>ik+ hjk+ i - 4>ik,jk ~ </>/*+i,Ji) (BIO) 

where 
J 

- | 7 ' _ 1 

4 " ) / - l { Jk* IJ-V 

J-I. 

(Bll) 

Cjj+^*AJt + Ji2)/2 + yAJix + Ji2)/2-ik$A/4 (B15) 

All other components of Cf are zero except the first and last 
rows as with A1 and B1 above. 

The discretized blade surface boundary condition, occupying 
the first and last rows of A1, B1, and Cf within the blade region 
and the continuity of normal velocity in the wake region, are 
obtained using 

r H 
-7<j>-n = njJji— 

Oil 
where the summation convention is invoked. The n, are the 
direction cosines of the unit normal to the wall and dQ/dfr is 
discretized at the wall nodes and is biased forward or backward 
depending on the orientation of the unit normal. The remainder 
of the boundary conditions in the periodic and wake region 
(Eq. (29), (30), and (31)) are applied directly as stated. 

The radiation boundary conditions given by Eq. (30) and 
(37) are discretized by evaluating the Fourier coefficients bn 

and a„'at the inlet and exit planes. Numerical integration across 
these planes yields the coefficients in terms of 0. Equations 
(30) and (37) may then be used to relate adjacent rows of nodes 
at the inlet and exit. All details of the radiation discretization 
procedure may be found from Caruthers (1980) and so are 
only briefly summarized above. 
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Unsteady Rotor Dynamics in 
Cascade 
A time-accurate potential-flow calculation method has been developed for unsteady 
incompressible flows through two-dimensional multi-blade-row linear cascades. The 
method represents the boundary surfaces by distributing piecewise linear-vortex and 
constant-source singularities on discrete panels. A local coordinate is assigned to 
each independently moving object. Blade-shed vorticity is traced at each time step. 
The unsteady Kutta condition applied is nonlinear and requires zero blade trailing-
edge loading at each time. Its influence on the solutions depends on the blade trailing-
edge shapes. Steady biplane and cascade solutions are presented and compared to 
exact solutions and experimental data. Unsteady solutions are validated with the 
Wagner function for an airfoil moving impulsively from rest and the Theodorsen 

function for an oscillating airfoil. The shed vortex motion and its interaction with 
blades are calculated and compared to an analytic solution. For a multi-blade-row 
cascade, the potential effect between blade rows is predicted using steady and quasi-
unsteady calculations. The accuracy of the predictions is demonstrated using ex­
perimental results for a one-stage turbine stator-rotor. 

Introduction 
Unsteady flow analyses for turbomachinery can be cate­

gorized as linear or nonlinear. The linear method uses either 
the linear potential approach (Verdon and Caspar, 1984) or 
the linear Euler approach (Hall and Crawley, 1987). The non­
linear method includes both the nonlinear Euler and the Reyn­
olds-averaged Navier-Stokes (Rai, 1987; Giles, 1988) methods. 
Linear methods use the isentropic and irrotational assump­
tions. Quandt (1989) has shown that the solution obtained 
from the unsteady linear potential-flow method gives correct 
fluid enthalpy, pressure, and velocity changes obtained from 
the traditional nonlinear Euler turbomachine energy equation. 
The disadvantage of using the linear potential analysis is that 
the method does not allow for incoming vorticity. Engineering 
experience (Lee et al., 1990) shows that linear potential meth­
ods are the simplest models that give accurate predictions of 
the very large changes in lift and moment for shock-free sub­
sonic flows. Computational efforts increase sharply when 
Reynolds-averaged Navier-Stokes methods are used. How­
ever, more complete physics of fluid flow, e.g., flow separa­
tion, nonlinear vortex interaction, and turbulence, can be 
predicted. Due to the greater completeness of the nonlinear 
methods, these methods can be used to supplement the sim­
plified linear approaches during a design process when exper­
imental data are not available. 

In this paper, a time-accurate two-dimensional linear po­
tential-flow calculation method is developed. Viscosity effects 
are partially accounted for in the analysis by using a nonlinear 
Kutta condition at the airfoil trailing edge. In applying the 
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lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
February 20, 1991. Paper No. 91-GT-147. Associate Technical Editor: L, A. 
Riekert. 

Kutta condition, the wake of the airfoil is represented by dis­
crete vortices (Kim and Mook, 1986; Yao et al., 1989). The 
method developed is capable of providing flow predictions for 
various combinations of steady and unsteady body motions. 
The emphasis of the present paper is on cascade flows, par­
ticularly unsteady cascade flows. Although the numerical 
method developed is general, cascade flows require special 
analyses. When calculating unsteady flows between two blade 
rows, the vortex/blade interaction requires detailed treatment. 
The unsteady cascade predictions are possible only when the 
building blocks of steady cascade flow calculations and some 
basic unsteady single airfoil calculations are predicted cor­
rectly. This paper compares calculated results for single airfoils 
and cascades under similar conditions. It concludes with a 
quasi-unsteady solution for a two-blade-row cascade (Dring 
et al., 1982). 

Mathematical Model 
Consider a two-dimensional system configuration consisting 

of multiple airfoils and/or nonlifting bodies, or a linear multi-
blade-row cascade, which execute arbitrary relative motions 
between airfoils/bodies or between cascades in an incompres­
sible potential flow. Let the surface of the solid boundaries be 
denoted by A(R, t), where R is a distance vector in a global 
ground-fixed coordinate system {x, y) and / is time. The shear 
layer next to the surface A and the shed vorticity in the wake 
are assumed to consist of thin layers modeled as vortex sheets. 
The vortex sheets in the wake are symbolized by W(R, f). They 
are allowed to move with the local fluid particles. The flow 
field can be represented by a total scalar velocity potential $ 
as follows: 

V= v $ = V^-l- V0 = voo + v, (1) 
where <£„ and v„ represent the inflow velocity potential and 
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velocity at infinity, including any incoming onset flow and 
induced flow due to a near-field disturbance. 0 and v represent 
the disturbance velocity potential and velocity due to airfoils/ 
bodies and the wake vorticity. Both the total and disturbance 
velocity potentials satisfy Laplace's equation 

V20 = O. (2) 

The problem posed is to find the velocity potential 0 and the 
free wake vortex structure. To ensure a unique solution to the 
problem, the disturbance velocity potential is subjected to: (1) 
a kinematic condition applied at the surface A where fluid 
particles maintain the same normal velocity as the moving 
surface; (2) the Kutta-Joukowski condition of equal pressure 
between the upper and lower airfoil surfaces applied at the 
trailing edge; (3) total circulation is conserved at any time, i.e., 
Kelvin's theorem; and (4) a dynamic condition of continuous 
pressure applied at free wake vortex sheets. 

Using the classic Green's function approach and Morino's 
formulation (Morino and Tseng, 1978) in the global coordinate 
system, Eqs. (1) and (2) are transformed into an integral equa­
tion 

<t>{p)=^r 4>w(q)—; ds„ 
2v Jw 

9«» 

J_ 
' 2-K 

May 
dG(p, q) 

dn 
G(p, q) 

30(9) 
dn 

dsq. (3) 

Here p represents the field point on A while q is the running 
index over all panels. The symbol 0,v represents the velocity 
potential due to shed wake vortices and n = nx i + ny j and 
n„ are the unit outward surface normal vectors to A and the 
upper side of W. The Green's function is given by G = ln(l/ 
r), where r is the distance between/? and q. This formulation 
allows I y(p) I to be equal to the vortex sheet strength y(p) on 
A. d<j>/dn is given from the normal boundary condition 

or 

V$«n = VB«II 

30 -., Ŝ oo 
— = V B »n—— 
on on 

(4a) 

(4b) 

where VB is the velocity, including translational and rotational 
speeds, of the surface A. For a finite number of airfoils/bodies, 

d(t>a/dn is prescribed as an onset flow V0. Equation (3) is a 
Fredholm integral equation of the second kind for the unknown 

The calculation of unsteady force and moment on each mov­
ing body/airfoil is reduced to an integration using the unsteady 
Bernoulli's equation in the global coordinate system as 

5̂ if ?. 
dt + 2 +V 

P< V1 

(5) 

Equation (5) can also be nondimensionalized by a reference 
velocity U. If one uses the original symbols for nondimensional 
variables, the following formula in a body-fixed coordinate is 
obtained: 

C„ = P-P° 
PU2/2 

= - 2 
d0 
at' 

V.(2VB + V)+V2
0. (6) 

Here the velocity potential of the onset flow is assumed to be 
steady. 

Numerical Method 

Singularity Distributions. The surface A is discretized into 
small line segments. The control point for each segment is 
located at the center of the segment. The normal to the surface 
is approximated by the perpendicular to the straight segment. 
The distributions of the vortices and the sources on each seg­
ment are assumed to be linear and constant, respectively. The 
velocity potential at a field point p due to a line segment q of 
length S with a constant unit-strength source, i.e., a (£) = 1, 
in a local line-segment coordinate (£, ij) as shown in Fig. 1 is 

2ir4>a(p, q) -- <r(£)ln — -
2 r(p, 
2 

*) 
di 

= S-r]pFl-£pF3--F4. 

(7) 

The velocity potential at the point p due to a constant unit-
strength vortex, i.e., y(£) = 1, is 

N o m e n c l a t u r e 

CL = 

cP = 
c = 

CDU = 

CDL = 

CD1 = 

CD2 = 

CS = 

ds = 
E = 
F = 
G = 
H = 
h = 

N = 
n = 

lift coefficient 
pressure coefficient 
chord of the airfoil 
velocity potential due to uni­
formly distributed vortex 
velocity potential due to line­
arly distributed vortex 
coefficient defined in Eq. 
(12) 
coefficient defined in Eq. 
(12) 
coefficient defined in Eq. 
(12) 
small surface element 
numerical error 
functions defined in Eq. (10) 
Green's function 
cascade spacing or pitch 
spacing between two flat 
plates 
total number of panel 
surface normal 

P = 

R = 

S = 
t = 

u = 
V = 

vfl = 
v0 = 

v = 
v„ = 
W = 

x,y = 

field point or local static 
pressure 
running index over surface 
integration 
distance vector in (x, y) coor­
dinate 
distance vector in (£, if) coor­
dinate 
panel length 
time 
reference velocity 
total velocity 
surface moving velocity 
onset flow velocity 
disturbance velocity 
incoming flow velocity 
vortex-sheet surface in the 
wake 
global ground-fixed coordi­
nate 
angles defined in Eq. (10) or 
angle of attack 

r 
7 
G 
K 

A 
X 

£» v 
p 
<J 

* 
0 

0» 
LO 

= 
= 
= 
= 
= 
= 

= 
= 
= 
= 
= 
= 
= 

circulation around an airfoil 
vortex strength 
blade stagger angle 
ratio of panel lengths 
boundary surfaces 
a constant defined in Eq. 
(10) 
local panel coordinates 
fluid density 
source strength 
total scalar velocity potential 
disturbance velocity potential 
inflow velocity potential 
angular rotational speed 

Subscripts and Superscripts 
e 
I 

m 
s 

sa 
u 
V 

= 
= 
= 
= 
= 
= 
= 

exact solution 
lower surface 
cascade modification 
tangent to the surface 
single airfoil 
upper surface 
vortex 
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Fig. 1 Schematics for a line segment 
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- S / 2 q S / 2 
Fig. 2 Linearly distributed vortex on a line segment 

s 

2ir<l>yU(p, q) = \2
s 7(^)arctan 

-^Fi-F2- •F3. 

(8) 
The velocity potential corresponding to a linearly distributed 
vortex sheet, i.e., y(£) = 2%/S, is 

4 

2rr<t>yL(P, <7) = [ \ Y(£)arctan ^ ^ dlj 

_r)P 
1 

2 + 2 S 

In Eqs. (7)-(9) we have 

F2 = -K — a.\-ai + 2 T X 

F3 = ln(i?,/i?2) 

F 4 = ln(JR1JR2) 

+ >?P 

+4 

^-nP-~)Fl-~^nPF3, (9) 

(10) 

* H (2 + ̂  

R7 = 

«i = arctan 

a2 = arctan 

-k 
{p + S/2 

- S / 2 

The function F2 is multiple valued when £p > 0 and IJJPI 
approaches zero, i.e., X = 1 when T)P crosses the positive real 
axis from positive r/p, X = - 1 when r\p crosses the positive 
real axis from negative i\p, and X = 0 for all other cases. Thus 
the velocity potential at an ith segment due to ay'th segment, 
which contains uniformly and linearly distributed vortices, i.e., 
7(?) = (7j + 7j+i)/2 + (7 J + i-7j)?/2Sj as shown in Fig. 2, and a 
constant source is given by 

where 

</>,y = C D 1 if/j + CDljf/j +1 + CSijffj, 

C D l ^ ^ C D U ^ - C D L ^ ) 

CD2,y = -(CDU,y + CDL„), 

(11) 

(12) 

and CDU,y and CDL,y represent the velocity potentials due to 
the uniformly and the linearly distributed vortices from Eqs. 
(8) and (9), and CS# is due to the uniformly distributed source 
from Eq. (7). The velocity potential at p due to a discrete shed 
vortex in the wake is 

2r:4>wip, ^) = 7 ^ ) a r c t a n yp-y* (13) 

Matrix Equation for Bound Vortex 7 . For a unique so­
lution outside of the surface A described by Eq. (3), the flow 
inside the surface A can be assumed at rest. If each b o d y / 
airfoil surface A is divided into N segments, the interior flow-
quiescent condition requires 

V</> = < * '= ! , 2, .N-l. (14) f>i+ 1 _ 0/ = 0 
The no-penetration boundary condition, Eq. (4), is imposed 
at the control point of each line segment. By substituting Eqs. 
(3), (4), (11), and (12) into Eq. (14), a set of linear algebraic 
equations for the bound vortex 7 is formed: 

(CDl , i , -CDl ,_ u f r i + CX>2/,,v-CD2/_1^)7A,+ , 
J V - l 

+ J ] ( C D l , J + , - C D l / _ , j + 1 + CD2 ( , -CD2,_ u ) 7 / + i 
y ' = i 

,90 
J = i J J = l 

"HWjVWj 

i=l, 2, ..., N-l. (15) 

Here ITS represents the total time steps. Equation (15) forms 
N - l equations for N+ 1 unknown values of 7. Hence two 
extra equations are required for obtaining a unique solution. 

Extra Conditions for Nonlifting Body. A n uns teady p o ­
tential flow past a nonlifting body generally does not shed 
vorticity in the wake. Hence an extra condition can be obtained 
by requiring 

7 I = 7 N + I (16) 

for a closed body, where 71 and 7^+, are the first and the last 
vortex strengths as defined in Eq. (15). Since no lift will be 
generated, a zero net circulation around the body can be used, 
i.e., 

Es,<7,- + 7;+i) = 0. (17) 
j=i 

Equations (15), (16), and (17) form a set of linear equations 
for determining 7 on a nonlifting configuration. 

Nonlinear Kutta Condit ion for Lifting Body. The K u t t a -
Joukowski condition was originally applied to two-dimen­
sional steady flow in order to obtain a finite velocity at the 
trailing edge, and as a consequence, the flow is uniquely de-
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termined. This hypothesis implicitly accounts for viscous ef­
fects otherwise neglected in the potential-flow theory. Instead 
of requiring a velocity condition at the trailing edge, a pressure 
condition is used in the present numerical model. Since the 
trailing edge does not account for any loading, the pressures 
there on the upper surface (sub- or superscript u) and the lower 
surface (sub- or superscript /) are required to be the same. It 
is worth noting that this condition does not restrain the trailing 
edge from having a variation of pressure in the time domain. 
Using Eq. (6), one obtains 

2 £ ( * „ - </>,) + [(V + VB)„-(V + VB)„ 
at 

- ( V + VB),.(V + VB),] = 0. (18) 

Since the impermeable boundary condition is applied at A, the 
flow on the upper and lower surfaces is along the tangents 
(sub- or superscript s) to both surfaces. Use Eq. (1) and the 
following relations 

N , 

/=r = 2^(Y; + 7;+i)S,-
y=i 

v, = -(v%- iC + if"- tf+ V%- vi), (19) 

Equation (18) is cast as 

1 + 
2VTJ Y.+ E 

Sj + Sj+i 
1VT 7/+i 

1+: 
2VT, Y/v+r 

- i y - A p 
VT 

t £ - i £ . (20) 

where VT = 2(At)v, and T is the circulation of the airfoil and 
defined as positive in a clockwise direction. Equation (20) is 
linear in 7 if Kris considered to be a constant. In the present 
study, Eq. (20) is solved iteratively to account for the nonlin-
earity of VT. Both Yao et al. (1989) and Kim and Mook (1986) 
applied a more restricted Kutta condition at the trailing edge 
by requiring yt = yN+, = 0 and placing a wake vortex of 
unknown strength there. This implies that their algebraic equa­
tions are linear and require an optimization technique to pro­
duce a deterministic system. 

For the present scheme, according to Eq. (15) one more 
equation is needed in order to obtain a unique 7-distribution 
for a lifting body. This condition is provided by requiring the 
velocity gradients along the tangents at the trailing edge from 
both the upper and lower surfaces to be the same, i.e., 

(21) 

Allowing the equality of velocity gradients from the upper and 
the lower surfaces at the trailing edge further ensures the smooth 
merge of two jet flows. Experience also indicates that this 
condition offers stable and accurate predictions. When a sec­
ond-order backward differencing scheme is used, Eq. (21) is 
transformed to 

YN+I = 
KM2 + K,)yt - (1 + K;)

272 + 73] + (1 + K,fyN ~7N-I 

««(2 + ««) 
(22) 

where K„ = SN^ {/SN, K, = S2/Si and K = SN- {(l + K„)/S2(1 + «/). 
Hence Eqs. (15), (20), and (22) form a determinate system of 
nonlinear equations for determining 7 for a lifting configu­
ration. They are solved using an iterative scheme. 

Determination of Shed Vorticity. Kelvin's theorem states 
that the total circulation of the fluid at any instant is conserved. 
This condition provides a mechanism to shed vorticity into the 
wake. At each time step, a uniformly distributed vortex seg­
ment with strength yw is generated in the wake adjacent to the 
airfoil trailing edge. The length Sw of the vortex segment is 

the distance the trailing edge moves between t-At and /. At 
a subsequent time step this uniform line vortex is replaced by 
a discrete concentrated vorticity of equivalent strength located 
at the center of the segment. The generated trailing-edge vortex 
segment relates to the airfoil circulation T as follows: 

r ( / ) - r ( f - A / ) , sw{t)yw(t) 

At At 
- = 0: (23) 

The model depicted in Eq. (23) yields stable solutions, which 
are independent of the time-step used. However, for the present 
calculations, the solutions were found to be dependent on the 
time step used if a concentrated vorticity model was adopted 
for modeling the trailing-edge vortex generation. The latter 
model was used in Kim and Mook's model (1986). Since the 
time step used by Kim and Mook was extremely small, they 
may not be aware of the time dependency of the discrete vortex 
generating mechanism at the trailing edge. 

The wake vortices are convected downstream and develop 
a vorticity field. In the present numerical scheme, these vortices 
are tracked through the flow field using Lagrangian techniques. 
The convection of these discrete vortices is modeled by a pre­
dictor-corrector scheme as 

r$(? + At) = M O + yw[tw(t), t]At (24fl) 

r{$(t + At) = rty(t + At) 

+ -(vwlrty(t + At), t]-vw[rw(t), t])At (246) 

TWit + At) = r%\t + At). (24c) 
The superscripts in parentheses represent the iteration number 
within each time step. The corrector in Eq. (24b) is particularly 
important for a body oscillating at low frequency. For such a 
flow, dT/dt is relatively small in Eqs. (18) and (19). Both 
equations imply that the nonlinear effect in the Kutta condition 
is strong and the velocity prediction within each time step plays 
a dominant role in obtaining a converged solution. Giesing 
(1969) also used a predictor-corrector scheme to convect the 
vortices in the wake, but treated the intermediate iteration step 
as a complete separate "time step." The present calculation 
only uses the corrector to locate the new vortex positions with­
out performing the rest of the calculations at the next time 
step. Hence the calculation time only increases slightly. Kim 
and Mook (1986) used only Eq. (24a) for vortex convection, 
but their time step is rather small. 

Special Considerations for a Cascade. For a cascade of 
blades with pitch H, each blade generates a circulation. If the 
cascade runs along the y axis, there exists an up wash at up­
stream infinity of the cascade and a downwash at downstream 
infinity. In conjunction with a specified inflow onset condition 
as shown in Eq. (4), an extra term is needed to ensure a unique 
upstream inflow condition, i.e., 

dn E 
mj = 1 "V 

(25) 

for a multi-blade-row cascade flow, where MJ is the total 
number of blade rows, Hmj is the mj-th cascade spacing or 
pitch, and Ymj is the blade circulation from the mj-th cascade. 

In a cascade configuration, the velocity potentials at a field 
point p due to a point source and a point vortex on a blade 
surface q. can be written as 

<t>a(p, q) --

<t>y(p, q) •-

"2TT 
ln[s\nhH(xp-xq)cos H(y„-yq) 

+ cosh2H(xp - xq) sm2H(yp -

sinH(y„-y<j) 

yq)Y 
1 

••—- a r c t a n . , TT/ 
2TT smhH(x„ *-p " Xq) 

where H =ir/H. Equation (11) is therefore modified to 

(26a) 

(266) 
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j 

(27) 

where the superscripts sa and m represent the corresponding 
single airfoil and its cascade modification. <j>sa is defined as 

1 
2% 

In V^ +yl 

^ a r c t a n j 

and the cascade modification is 

«&=-£ta sinh2f/.r; + sin //>,• 

(JZx,)2+(tfj',)2 

1/2 

XjSmHyi - .y,sinhr7.x:/ 
0T/ /-0,,7 = —arctan- . , r r . r r -

(28a) 

(286) 

(29a) 

(29ft) 

A complete integration of the velocity potentials for the source 
and the vortex distributions on each segment was performed 
numerically for the cascade modification term </>'" in Eq. 
(27). 

Applications 
The present calculation method was first validated by com­

parison to known steady flows. Steady-flow comparisons are 
presented for two cases. The first case is for flow past a biplane, 
which has an exact conformal mapping solution (Robinson 
and Laurmann, 1956). The second steady flow calculation is 
for flows past a NACA 65-1210 cascade for which the solutions 
compared to measured values (Herrig et al., 1957). For un­
steady flows, four cases calculated using the present method 
are presented. They include the following three basic blade 
motions: an airfoil moving impulsively from rest, an oscillating 
airfoil, and a vortex interacting with an airfoil. Calculations 
were made for both a single airfoil and a cascade under each 
of the specified blade motions. The last case presented is a 
quasi-unsteady calculation for a two-blade-row stator-rotor 
configuration. 

Steady Flows. The main purpose of investigating flows 
past a biplane, i.e., two flat plates, is threefold: to examine 
the accuracy of the prediction when compared to an exact 
solution; to explore the limits of the prediction scheme nu­
merically; and to understand the prediction capability of the 
nonlinear Kutta condition. 

Figure 3(a) shows a schematic of the biplane geometry and 
inflow description. The comparisons between the present cal­
culated results and the exact conformal mapping solutions in 
Fig. 3(b) correspond to a constant inflow angle a = 20 deg, 
and various spacings between two plates. When the spacing is 
large, pressure distributions are identical on the two plates. 
As the spacing is reduced, a stronger interaction between the 
two plates is observed. The pressure of the lower surface of 
the upper plate approaches that of the upper surface of the 
lower plate. Figures 3(c) and 3(d) show the effect of varying 
the inflow angle under the condition of strong plate interaction. 
As a varies from 20 to 90 deg, the pressure on the lower surface 
of the upper plate stays nearly the same as that on the upper 
surface of the lower plate. However, the lift generated by the 
lower plate is reduced as a increases. The zero-lift a for the 
lower plate at h/c = 0.228 is between 50 and 65 deg. For a 
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Fig. 3(a) Geometry schematic 
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Pressure distributions on a biplane 
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Fig. 4(a) Predicted pressure distributions 

Fig. 4(b) Blade-to-blade pressure contours 
Fig. 4 Calculation for NACA 65-1210 cascade 

larger than the zero-lift value, the lower plate actually begins 
to generate negative lift. When a approaches 90 deg as shown 
in Fig. 3(d), the pressure curve for the upper surface of the 
upper plate matches that for the lower surface of the lower 
plate, and similarly for the other surfaces of both plates. The 
total lift of the two-plate system is zero. When the spacing 
between the two plates increases at a = 90 deg, the pressures 
on the lower surface of the upper plate and on the upper surface 
of the lower plate approach those of the other surfaces. At h/ 
c = 9.708, as shown in Fig. 3(d), the pressures on all the 
surfaces coincide and the interaction between the two plates 
is minimum. Although in reality flow separates at high values 
of a, the present numerical calculations serve the purpose of 
validating the implemented numerical procedures under ex­
tremely severe flow conditions by comparing with the con-
formal-mapping solutions. For all the cases predicted, the 
present results agree well with the exact solutions and show 
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O 
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Panel N u m b e r 
Fig. 5(a) For a circular cylinder 
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Fig. 5(b) For one and two NACA 0010 airfoils 

Fig. 5 Numerical convergence versus panel numbers 

extremely "clean" predictions at both the leading and the 
trailing edges. 

Steady flows through a cascade of NACA65-1210 blades 
were also examined. Figure 4(a) shows the calculated blade 
pressure distributions compared to measurements (Herrig et 
a!., 1957) at two different inlet flow angles (at = 12.1 and 
16.1 deg) and blade stagger angles (9 = —32.9 and -28.9 
deg). Flow is at the design condition for the first case. The 
predicted blade loading agrees well with the measurements. 
The computed blade-to-blade pressure contours for flows past 
a single airfoil and a cascade are depicted in Fig. 4(b). The 
results indicate that the pressure gradient for the cascade due 
to blockage is larger than that of the single foil, particularly 
in the leading and trailing edge areas. The computed flow 
turning angles through the cascade for both cases are 21.98 
and 26.13 deg versus the measured values of 19.6 and 23.3 
deg. If an estimated boundary-layer displacement thickness of 
0.4 percent of the chord, obtained based on a flat-plate bound­
ary layer, at the trailing edge is added to the airfoil ordinates, 
the calculated turning angles become 19.99 and 23.8 deg. This 
modification in the calculation procedure indicates that the 
cascade exit flow angle depends also on the viscous effect in 
the trailing-edge area. 

The numerical error E of the present calculations was eval­
uated based on 

1/2 
1 

E=N / i \ ^p ^-pe) (30) 

where Cpe represents the exact pressure distribution. There are 
two cases in Fig. 5 to show the numerical convergence versus 
the panel numbers used. The first case shown in Fig. 5(a) is 
for nonlifting flows past a circular cylinder. The panel numbers 
used range from 20 to 600. The second case shown in Fig. 5(b) 
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Fig. 6(c) Wake vortex locations 

Fig. 6 Predictions for impulsively starting airfoils 

is for lifting flows past either a single NACA 0010 airfoil or 
two NACA 0010 airfoils. The exact pressure distributions used 
for calculating errors are the numerical solutions of 1000 panels 
for the single airfoil and 500 panels for the bifoil. The nu­
merical convergence rate shown in Fig. 5(6) is independent of 
the number of the airfoil, but it decreases as the angle of attack 
increases. Since the coarse grid points do not usually match 
with the finest grid points used as the exact solution, the con­
vergence dependency on the angle of attack relates to the in­
accurate interpolated exact Cp-distribution in the leading-edge 
area when the slope becomes steep for large angles of attack. 
Nevertheless, based on this analysis using 100 panels for a 
closed body indicates that the error of the solution is under 
10~4. 

Unsteady Flows. Figure 6(a) shows the calculated transient 
lift coefficients as a function of the airfoil traveling distance 
for an impulsively moving NACA 0012 airfoil of 4 percent 
thickness at an angle of attack of 5 deg and two cascades with 
different spacings (H) as compared to the exact Wagner func­
tion (Fung, 1969) for a single airfoil. The wake pattern of the 
calculated single airfoil case is depicted in Fig. 6(b). Figure 
6(c) shows the calculated vortex locations for the three cases. 
The results indicate that the period of the transient phenom­
enon becomes shorter for the cascade flow. 

Figure 7 shows a similar comparison for oscillating NACA 
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Fig. 7 Predictions for oscillating NACA 0012 airfoils at a reduced fre­
quency of 17 

0012 blades. The exact solution plotted is the Theodorsen func­
tion (Fung, 1969) at a reduced frequency uc/Uof 17. The time 
step chosen is to cover one period of the oscillating motion 
with minimum 25 points. The amplitude of the calculated lift 
coefficients using the present method, referring to (CL)T versus 
t( = oit) in Fig. 7(a), is smaller for the cascade data. The shed 
vortex patterns, shown in Fig. 7(c), of the single foil and the 
cascades are compared to the flow visualization of Bratt (1950), 
shown in Fig. 7(6), for a single NACA 0015 airfoil. The width 
of the cascade vortex wakes in Fig. 7(c) is predicted to be 
slightly smaller than that of the single foil. This result dem-
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Fig. 8(a) Instantaneous lift for single airfoil 
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Fig. 8(b) Calculated instantaneous lift for cascades 

Fig. 8(c) Incoming vortex at yjc = - 0.13 interacts with wake vortices 

Fig. 8 Incoming vortex interacting with airfoil 

onstrates that the cascade effect is more important than the 
wake vortex structure for predicting the blade loading. 

Figure 8(c) shows the time history of the shed vortices for 
a NACA 0012 section at zero angle of attack interacting with 
an incoming vortex initially located upstream of the airfoil at 
yjc = - 0.13. The calculated instantaneous lifts versus vortex 
locations (the airfoil is located between 0 and 1) for the single 
foil are shown in Fig. 8(a) as compared with Lee and Smith's 
(1987) solutions. The lift decreases first to a negative value, 
recovers quickly to a positive value, and drops slowly to near 
zero when the vortex passes through the airfoil. Two curves 
for different vertical separation distances between the airfoil 
and the vortex are depicted. When the vortex is placed closer 
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Fig. 9(a) Considering stator and rotor separately under uniform flows 
at zero angle of attack 
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Fig. 9(b) Considering stator and rotor as one single unit 

Fig. 9 Quasi-unsteady blade-loading predictions for UTRC stator and 
rotor 

to the airfoil, the effect of producing a fluctuating lift is more 
pronounced. Figure 8(6) shows the calculated lifts for both 
single foils and cascades. For the cascade results, the fluctua­
tion in lifts when the vortex passing through the leading edge 
and the training edge of the airfoil is suppressed significantly. 
This may suggest that vortical flows through turbomachinery 
blade passages are distributed much more orderly than one 
can conceive based on a single airfoil motion. 

Figure 9 presents calculated two-dimensional quasi-unsteady 
two-blade-row cascade results and corresponding three-di­
mensional measurements (Dring et al., 1982). The turbine con­
sists of a 22-blade stator with pitch H = 0.854c and a 28-blade 
rotor with pitch H = 0.813c. Both the stator and the rotor 
have round trailing edges. The gap between the two blade rows 
is 15 percent of the stator chord. The calculated steady solu­
tions under uniform flows of zero angles of attack for each 
separate blade row are shown in Fig. 9(a). Since the unknown 
inlet flow angle for the rotor blade row was specified incorrectly 
as an input parameter, the pressure prediction in the rotor 
leading edge area does not agree with the measured data at 
all. The pressure prediction in the rotor trailing edge area is, 
however, independent of the inlet flow angle and relates to the 
viscous effect and the application of the Kutta condition. Since 
the rotor operates at a reduced passing frequency of 2.8 (based 
on the turbine diameter), both the stator trailing edge and the 
rotor leading edge sense a variation of pressure. Figure 9(b) 
shows the "time-averaged" maximum and minimum pressure 
distributions of the steady calculations for both stator-rotor 
blade rows at 10 different relative blade locations, which rep­
resent a full cycle of the stator-rotor blade interaction. The 
measured values shown in Fig. 9(b) are also the time-averaged 
pressures and the range of the unsteady fluctuating pressures 
(represented by the uncertainty symbols centered at the time-
averaged value). The calculated quasi-unsteady pressure ranges 
are larger at the stator trailing edge and the rotor leading edge 
than the measured ranges. They become smaller elsewhere. 
The predicted large fluctuations near the stator and rotor trail­
ing edges are associated with the round shapes when the Kutta 
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condition is enforced at the centers of the trailing-edge circular 
arcs. Since small trailing-edge separation bubbles are expected 
for both the rotor and the stator, a more realistic location for 
applying the Kutta condition would be some point outside the 
circular arcs. However, this influence will be very localized. 
These results clearly demonstrate a strong potential effect of 
the stator flow on the rotor flow. It also shows the capability 
and accuracy of the two-dimensional potential-flow calcula­
tions. 

Conclusions 
A time-dependent potential-flow method is described to cal­

culate the vortex shedding and blade-vortex interaction for 
cascades and for single airfoils. Without a separation, the 
steady potential-flow calculation has the capability of accu­
rately predicting the cascade blade loading. A simple inclusion 
of the boundary-layer displacement effect enables the present 
calculation to predict the cascade exit flow conditions reliably. 
The unsteady interaction phenomena between the incoming 
vortex field or the wake shedding vorticity field and the airfoil 
are found to be similar for the single airfoil and cascade flows. 
The predicted periodic blade lifts have smaller amplitude for 
the cascade flows. For the transient calculations, i.e., the Wag­
ner function prediction, the cascade flow approaches steady 
state much faster than the single airfoil flow. The present 
calculation method has been shown to be effective in predicting 
steady and unsteady flows through a multi-blade-row cascade. 

Acknowledgments 
This work is supported by the Independent Exploratory De­

velopment Program administered at the David Taylor Research 
Center and the Submarine Auxiliary Systems Exploratory De­
velopment Project, Program Element 62323N, Block ND3A, 
Project RB23P11. The work is also sponsored by the Office 
of Naval Research under Grant No. N14-89-J-1363. The com­

puting time is provided by the Numerical Aerodynamic Sim­
ulation Program of the NASA Ames Research Center. 

References 
Bratt, J. B., 1950, "Patterns in the Wake of an Oscillating Aerofoil," Royal 

Aeronautical Establishment, R&M 2773, pp. 269-295. 
Dring, R. P., Joslyn, H. D., Hardin, L. W., and Wagner, J. H., 1982, 

"Turbine Rotor-Stator Interaction," ASME Journal of Engineering for Power, 
Vol. 104, pp. 729-742. 

Fung, Y. C , 1969, -An Introduction to the Theory of Aeroelasticity, Dover, 
New York, pp. 207, 401-407. 

Giesing, J. P., 1969, "Vorticity and Kutta Condition for Unsteady Multi-
energy Flows," ASME Journal of Applied Mechanics, Vol 36, pp. 608-613. 

Giles, M. B., 1988, "Calculation of Unsteady Wake Rotor Interaction," 
AIAA Journal of Propulsion and Power, Vol. 4. 

Hall, K. C , and Crawley, E. F., 1987, "Calculation of Unsteady Flows in 
Turbomachinery Using the Linearized Euler Equations," Proceedings of 4th 
Symposium on Unsteady Aerodynamics and Aeroelasticity of Turbomachines 
and Propellers. 

Herr-ig, L. J., Emery, J. C , and Erwin, J. R., 1957, "Systematic Two-
Dimensional Cascade Tests of NACA 65-Series Compressor Blades at Low 
Speeds," NACA Technical Note 3916. 

Kim, M. J., and Mook, D. T., 1986, "Application of Continuous Vorticity 
Panels to General Unsteady Incompressible Two-Dimensional Lifting Flows," 
Journal of Aircraft, Vol. 23, No. 6, pp. 464-471. 

Lee, D. J., and Smith, C. A., 1987, "Distortion of the Vortex Core During 
Blade/Vortex Interaction," AIAA Paper No. 87-1243. 

Lee, Y. T., Jiang, C. W., andBein, T. W., 1990, "Rotor/Stator Flow Coupling 
in Turbomachines,'" Proceedings of 3rd International Symposium on Transport 
Phenomena and Dynamics of Rotating Machinery, J. H. Kim and W.-J. Yang, 
eds., Honolulu, HI. 

Morino, L., and Tseng, K., 1978, "Time-Domain Green's Function Method 
for Three-Dimensional Nonlinear Subsonic Flows," presented at the AIAA 11th 
Fluid and Plasma Dynamics Conference, Seattle, WA, Paper No. 78-1204. 

Quandt, E., 1989, "The Acoustic Radiation From Unsteady 3-D Potential 
Flow Vortex System Produced by Turbomachine Blade Motions," ASME Paper 
No. 89-WA/NCA-10. 

Rai, M. M., 1987, "Unsteady Three-Dimensional Navier-Stokes Simulations 
of Turbine Rotor-Stator Interaction," AIAA Paper No. 87-2058. 

Robinson, A., and Laurmann, J. A., 1956, Wing Theory, Cambridge Uni­
versity Press, pp. 137-142. 

Verdon, J. M., and Caspar, J. R., 1984, "A Linearized Unsteady Aerodynamic 
Analysis for Transonic Cascades," Journal of Fluid Mechanics, Vol. 149, pp. 
403-429. 

Yao, Z. X., Garcia-Fogeda, P. , Liu, D. D., and Shen, G., 1989, "Vortex/ 
Wake Flow Studies for Airfoils in Unsteady Motions," AIAA Paper No. 89-
2225. 

Journal of Turbomachinery JANUARY 1993, Vol. 115/93 

Downloaded 01 Jun 2010 to 171.66.16.60. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L. He 

J. D. Denton 

Whittle Laboratory, 
Cambridge University, 

Cambridge, United Kingdom 

Inviscid-Viscous Coupled Solution 
for Unsteady Flows Through 
Vibrating Blades: Part 1 — 
Description of the Method 
An efficient coupled approach between inviscid Euler and integral boundary layer 
solutions has been developed for quasi-3-D unsteady flows induced by vibrating 
blades. For unsteady laminar and turbulent boundary layers, steady correlations are 
adopted in a quasi-steady way to close the integral boundary layer model. This 
quasi-steady adoption of the correlations is assessed by numerical test results using 
a direct solution of the unsteady momentum integral equation. To conduct the 
coupling between the inviscid and viscous solutions for strongly interactive flows, 
the unsteady Euler and integral boundary layer equations are simultaneously time-
marched using a multistep Runge-Kutta scheme, and the boundary layer displace­
ment effect is accounted for by a first order transpiration model. This time-resolved 
coupling method converges at conditions with considerable boundary layer sepa­
ration. 

1 Introduction 
In order further to enhance predictions of the aerodynamic 

and aeroelastic performance of turbomachinery blades, un­
steady viscous flow affects need to be modeled. Recently sev­
eral time-marching solutions for the unsteady Reynolds-
averaged Navier-Stokes equations have been developed, e.g., 
by Rai (1987), Krouthen and Giles (1988) for blade row in­
teractive flows and by Huff (1987) for oscillating cascade flows. 
The Reynolds-averaged Navier-Stokes solvers can provide de­
tailed insights into the nature of unsteady viscous flows in 
turbomachinery if one can be confident in the turbulence model 
adopted. One of the major concerns, however, is the computing 
cost of such solutions. 

For the extensively developed explicit schemes, the com­
puting efficiency is severely restricted by the CFL condition 
to guarantee numerical stability. When the resolution of the 
thin viscous layers in the vicinity of solid surfaces or in wakes 
is required, the time step allowed has to be very small, much 
smaller than that required for timewise resolution. As a result 
the CPU time consumed is greatly increased. For steady flow 
calculations this limitation can be effectively relieved by using 
the pseudotimewise acceleration techniques, such as the mul-
tigrid and nonuniform local time-stepping which have been 
successfully used in time-marching Euler solvers (e.g., Denton, 
1983; Ni, 1981). However, these measures, because of the loss 
of the time accuracy, cannot be used for computations of 
unsteady flows. Timewise implicit schemes, on the other hand, 

Contributed by the International Gas Turbine Institute and presented at the 
36th International Gas Turbine and Aeroengine Congress and Exposition, Or­
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
February 20, 1991. Paper No. 91-GT-125. Associate Technical Editor: L. A. 
Riekert. 

are able to overcome the time step limitation and seem suitable 
for unsteady viscous computations. But at every time step, the 
solution involves a large amount of computing work for matrix 
inversion. So although a large time step can be used, the overall 
computation efficiency is still low. A considerable improve­
ment of the efficiency has been achieved by using the Ap­
proximate Factorization (AF) scheme (Beam and Warming, 
1978). However the factorization error in a time-dependence 
form would cause both the time-accuracy and convergence 
characteristics to deteriorate if a much larger time step is used. 

At a high Reynolds number, it is usually adequate to use a 
boundary layer model. A well-known example of steady and 
unsteady boundary layer solvers is the Keller-Box finite dif­
ference method developed by Cebeci (e.g., Cebeci and Smith, 
1974; Cebeci, 1977). He and Zhou (1987) adopted Cebeci's 
method to analyzse unsteady boundary layer behaviors in blade 
passage under inlet perturbations, where the unsteady inviscid 
flow field was obtained by an Euler solver using Denton's 
scheme, but no coupling between the inviscid and viscous parts 
was carried out. Jang et al. (1991) developed a strong inviscid-
viscous coupling approach between a panel method and the 
Cebeci's method for incompressible unsteady airfoil flows. On 
the other hand, adoption of an integral form of boundary layer 
equations leads to a more efficient way of including viscous 
effects in numerical solutions. This has been well demonstrated 
for steady flow calculations. As just mentioned, the time step 
for unsteady Navier-Stokes solutions in the highly developed 
explicit schemes is severely restricted by the fine spatial mesh 
size needed for viscous layer resolution. Hence, an inviscid-
integral viscous coupled approach seems particularly attractive 
for the unsteady flow calculations of present interest. 
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In an integral boundary layer solution, empirical correlations 
must be involved. At present it is fair to say that there is no 
correlation specifically established for unsteady flows. How­
ever, for turbulent boundary layers subject to free-stream os­
cillations, experiments have shown that the velocity profile 
inside the unsteady boundary layer changes approximately in 
a quasi-steady way (e.g., Cousteix et al., 1981; Parikh et al., 
1981). Some computations of unsteady boundary layers using 
the integral models have also shown that the adoption of the 
steady correlations in a quasi-steady way can give fairly good 
predictions (e.g., Lyrio and Ferziger, 1983; Cousteix and 
Houdeville, 1988). 

As far as the coupling methodology is concerned, the iter­
ative direct mode has been widely used for attached boundary 
layers. But the direct coupling fails if boundary layer separation 
occurs where inviscid-viscous interaction is strong. In the past 
a number of different methods have been developed to carry 
out the strong inviscid-viscous coupling. They are mainly ap­
plied to steady separated flow calculations, e.g., full inverse 
mode coupling (Calvert, 1982), semi-inverse coupling (e.g., 
Carter, 1979), quasisimultaneous coupling (e.g., Veldman, 
1981), and time-marching coupling (Freeman, 1984). For un­
steady flows, computations using an inviscid-viscous coupling 
model are less developed. Desopper (1981) used Green's en-
trainment method for the boundary layer solution and an un­
steady small perturbation potential method for the inviscid 
flow. Similar viscous and inviscid models were used by Rizzetta 
(1982) to study transonic unsteady flows induced by oscillating 
airfoils. In these approaches the coupling was performed in 
the direct mode, so the applications were restricted to attached 
boundary layers. For unsteady separated flow computations 
a successful example of coupling methods is the work by Hou-
wink and Veldman (1984). In their method the unsteady small-
perturbation-potential model and the entrainment boundary 
layer model were again adopted. But the coupling was con­
ducted in a fully implicit way. Their computations for transonic 
unsteady separated flow around an oscillating airfoil showed 
encouraging results. However, attempts to apply the inviscid-
viscous coupled approach to unsteady turbomachinery flows 
due to either oscillating blades or blade row interactions have 
rarely been reported. 

In this paper, an efficient inviscid-viscous coupled solution 
for quasi-three-dimensional unsteady flows around oscillating 
blades is presented. In Part 1, the direct unsteady Euler and 
integral boundary layer solutions, the simultaneous coupling 
method and some validations of the boundary layer solution 
are described. The computational results by the coupled so­
lution will be presented in Part 2. 

2 Inviscid Euler Solution 
Inviscid flow for a given blade geometry (or a modified 

geometry due the boundary layer displacement effect) is gov­
erned by the unsteady Euler equations. To deal with a moving 
grid due to blade oscillation, an integral conservation form of 
the equations is taken over a dynamic (temporally moving) 
finite volume: 

Jt\\Udxdy+\ F-uf\dy 

Udl\dx 
dt 

= 0 (1) 

where 

IA 
u= G = 

pv 
puv 

pvv+p 
(pe+p)vl 

p \ pu 
pu puu+p 
pv I puv 

\pe \(pe+p)ul 

and dx/dt, dy/dt are the velocity components of the corre­
sponding mesh point. 

Equation 1 is solved using a time-marching method. The 
basic numerical scheme consists of a cell-vertex finite volume 
spatial discretization (Denton, 1983; Ni, 1981) and a multistep 
Runge-Kutta temporal integration (Jameson et al., 1981). The 
two-step and four-step Rung-Kutta integration schemes are 
used. The present work was started with the two-step scheme. 
But the four-step scheme was found to be computationally 
more efficient, especially for calculations of low-frequency 
flows. In order to enhance computing efficiency, the basic 
numerical scheme is combined with a zonal moving-grid tech­
nique and a novel implementation method for the phase-shifted 
periodic condition. A description of this unsteady Euler solver 
has been given in detail by He (1990a), and will not be repeated 
here. 

3 Integral Unsteady Boundary Layer Solution 
Firstly, a direct boundary layer solution with specified free-

stream parameters is developed and validated. It is started with 
a two-dimensional incompressible flow model. The compress­
ibility and quasi-three-dimensional effects will be introduced 
later. 

3-1 Direct Solution of Boundary Layer Momentum Inte­
gral Equation. If the amplitude of blade vibration is of the 
same order as the thickness of boundary layer, it is not easy 
to define the boundary layer in an absolute system. A con­
venient way is to look at the situation in a relative system fixed 
with the vibrating blade. It has been shown (He, 1990b) that 
for the situation of present interest, the boundary layer prob­
lem with relative parameters and corresponding boundary con­
ditions can be solved in exactly the same way as for a 
conventional boundary layer solution. 

A m — 
Cf = 
c = 

ET = 

/ = 
H = 
M = 
P = 

R„ = 

AS = 
Tk = 

amplitude 
skin friction coefficient 
length of blade chord 
turbulent entrainment coeffi­
cient 
frequency 
shape factor 
Mach number 
pressure 
Reynolds number based on 
momentum thickness 
area of computational cell 
streamtube height 

u 

V 

X 

5 
8* 

e 
a 

Tw 

= axial velocity for Euler solver; 
streamwise velocity for 
boundary layer solver 

= pitchwise velocity for Euler 
solution; normal velocity for 
boundary layer solution 

= axial coordinate for Euler sol­
ver; streamwise coordinate for 
boundary layer solver 

= boundary layer thickness 
= displacement thickness 
= momentum thickness 
= interblade phase angle 
= wall shear stress 

o} = angular frequency 

Subscripts 
0 = time-averaged value 
1 = first harmonics; inlet bound­

ary 
2 = outlet boundary 
e = Euler solution 
j = streamwise station 

st = starting point 
w = parameters on wall 

Superscripts 
/ = number of iteration 

n = number of time step 
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The unsteady momentum integral equation for an incom­
pressible boundary layer is: 

1 d i** ^±. de 8ue e 
dx dx uP 

(2 + H) = 
Cf 

(2) 

To solve Eq. (2), some auxiliary relations must be used. In the 
present work, correlations for steady laminar and turbulent 
boundary layers are adopted in a quasi-steady way for unsteady 
boundary layer calculations, similar to the work by Lyrio and 
Ferziger (1983) and Cousteix and Houdeville (1988). 

Solution for Laminar Flow. Thwaites' method for steady 
laminar boundary layers is modified for calculations of un­
steady laminar boundary layers. In the original method, a 
nondimensional parameter is defined as: 

. due e
2 

\ = — — 
dx V 

(3) 

which reflects the external flow condition and the dynamic 
nature of the boundary layer. The solution is assumed to be 
dependent on this parameter. For the present unsteady bound­
ary layer calculations, based on the consideration that the 
external unsteady perturbations should be included in the pa­
rameter X in a manner consistent with that for steady flows, 
the parameter is redefined as: 

. 1 du„ due 

\u„ dt dx 
(4) 

When the other correlations for steady flows are retained, the 
integral equation (Eq. (2)) can be reduced to: 

dx 
(62u6

e) = 
20 

0.45 
88* dUc 

dt 
(5) 

A simple relaxation-iteration method is adopted to solve Eq. 
(5). In the iteration process, the time derivative terms lag the 
current solution by one iteration step, so that we can still 
integrate Eq. (5) along the streamwise direction at a given time 
level, i.e.: 

- 1 / / i c * \ ' - 1 

(f)j- 0.45-
20'" 

vu„ dt 
vuldx 

(6) 

At each streamwise station./', the integration is performed using 
Simpson's rule. The current solution of the momentum thick­
ness is obtained by: 

0j = ( l - r ) 0 j - 1 + r0j-1 /2 (7) 

The test cases showed that for convergence of the iteration the 
best value for the relaxation factor is r=0.\. 

Solution for Turbulent Flow. For turbulent boundary lay­
ers, an entrainment correlation is usually introduced, which 
controls the growth of boundary layer. The entrainment coef­
ficient is defined as a nondimensional rate at which mainstream 
flow enters the boundary layer: 

ET=- -LA/T 
)eue dx \ Jo 

Pudy)=--^-[ue{8-d*)] (8) 
u„ dx 

Lyrio and Ferziger (1983) adopted a very simple entrainment 
correlation for unsteady boundary layers under an adverse 
pressure gradient and their computations agreed well with the 
corresponding experiments. In the present method the same 
correlation is used: 

- 2 . 5 

where 

ET= 0.0083 (1-A)~ 

5* 
A =7 

(9) 

(10) 

A shape factor correlation, derived from Cole's velocity profile 
by Bardina et al. (1981) and followed by Lyrio and Ferziger 
(1983), is also used here. 

A=1.5A + 0.179Kr+0.321P4/A " (11) 

where 

h = 
H-\ 

H 

K r = 2 . 4 3 9 ( - ^ 
\pue 

sgn(rw) 

(12c) 

(lib) 

For the skin friction, the Ludwieg-Tillman correlation (e.g., 
Cousteix, 1980) is used: 

Cf= 0.245 Re"0268 lO"0678 H (13) 

The solution procedure is similar to that used for laminar 
boundary layers. Now the entrainment equation (Eq. (8)) is 
also integrated along the streamwise direction: 

A}" 
( l - A ) A ^ g * A__ S^dUe 

A T uP dx \dx 1 
dx (14) 

It is updated using relaxation in the same way as the momentum 
thickness. 

3-2 Numerical Examples of Boundary Layer Solu­
tion. Validation of the direct boundary layer solution for 
steady flow conditions was carried out by calculating a laminar 
boundary layer and turbulent boundary layer under adverse 
pressure gradients. The calculated results compared well with 
the corresponding analytical solution and experimental data 
(He, 1990b). Here, some unsteady boundary layer calculations 
are presented, with the main emphasis on checking the quasi-
steady adoption of the laminar and turbulent correlations. 

Laminar Flow. We consider an unsteady laminar boundary 
layer over a flat plate under a free stream perturbation with 
a traveling wave form: 

1+Am sin I wt 
u, 

(15) 

where uc is a constant convection speed of the perturbation. 
An extreme case is that when the convection speed is infinite, 
we can have a purely time-dependent free-stream perturbation: 

ue= u0(\ +Am sin oit) (16) 

Lighthill (1954) obtained a time-linearized solution for un­
steady boundary layers under the purely time-dependent free-
stream velocity perturbation given by Eq. (16). This method 
was later extended to the situations with a finite convection 
speed of the velocity perturbation (Eq. (15)), by Patel (1975). 

The present calculations are carried out under two flow 
conditions corresponding to those given in Eqs. (15) and (16). 

(/) uc = <x, w 0 =10m/s , Am = Q.Q5, 
(ii) « c =7 .7m/s , M0=10m/s, v4,„ = 0.025, 

Figure 1 shows calculated phase-lead of the wall friction 
with respect to the reduced frequency in the purely time-de­
pendent condition Eq. (16), compared with the results by Light-
hill's linear theory (two solid lines correspond to low-frequency 
and high-frequency solutions) and a finite difference method 
by Telionis (1981). The present calculation predicts higher phase 
lead than the other solutions, especially at high-frequency con­
ditions. 

In Fig. 2, the calculated wall friction phase lag with respect 
to the reduced frequency for the traveling wave case (Eq. (15)) 
is compared with Patel's low-frequency solution and with his 
experimental data (Patel, 1975). A qualitative agreement be­
tween the present calculation and Patel's solution and exper­
iment is obtained. In this case less phase lag is predicted. 

Turbulent Flow. An unsteady turbulent boundary layer 

96/Vo l . 115, JANUARY 1993 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.60. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-- Lighlhill 
<> telionis 
oo Present Method 

— I ' 1 ' 1 ' 1 — 

1 5 2.0 2.5 3.0 

Reduced Frequency 

Fig. 1 Phase lead of wall friction with respect to reduced frequency 
under purely time-dependent free-stream perturbation 
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Fig. 2 Phase lag of wall friction with respect to reduced frequency 
under traveling wave free-stream perturbation 

measured by Parikh et al. (1981) is calculated. At the test 
condition, the boundary layer is subject to an unsteady external 
velocity distribution: 

, . . Am(x — x0) ue(x, t ) = u„ (1 

- c o s co?) (x0<x<x0 + L) (17) 

where uo = 0.73 m/s; y4m = 0.05, L = 0.6 m. Hence the external 
flow is decelerated in a time-averaged sense and oscillated with 
an increased amplitude in the stream wise direction. 

Figure 3 shows the comparisons between the calculated and 
measured timewise variations of the relative displacement 
thickness 8*/(Sg) in one period of oscillation at three different 
frequencies. The calculations agree well with the experimental 
results for all three frequency conditions. One point to note 
is that the comparison for the highest frequency condition, 
shown in Fig. 3(c) (where f=2 Hz, K=w(x-x0)/u0 = 9.18), 
is better than that at the medium frequency condition (Fig. 
3b). It seems surprising because one would expect that the 
steady correlations could work better under a lower frequency. 
To understand this, a simple analysis on the boundary layer 
momentum equation may be helpful. Assume that the effect 
of turbulence is effectively expressed by the viscosity coeffi­
cient, then we have: 

du 

Tt 
linear 
inertia 

du du 
+ u +v = 

dx oy 
nonlinear 

inertia 

du„ duP 

at dx 

driving force 

d2u 

dy2 

viscous 
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(c) f = 2 Hz (k = 9.78) 

3 Displacement thickness variation in one period 

At low-frequency conditions, the nonlinear inertia term may 
be quite significant. However, because the boundary layer has 
sufficient time to develop, all the unsteady behavior can be 
traced in a quasi-steady way. When the frequency is high, the 
driving force and linear inertial terms become dominant. Then 
the local flows tend to behave more or less in the same way 
throughout the whole boundary layer except for the near the 
wall where the oscillation amplitude is forced to approach zero. 
The boundary layer is now mainly controlled by a linear equa­
tion: 

du 

~dl 
due 

= — e - + v • 
dt 

d^u 

dy2 
(18) 
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The solution for the amplitude of the flow velocity can be 
expressed in a form as (Lighthill, 1954): 

uel
 J\yy2v 

(19) 

The above solution can be interpreted in a simple way. A scaling 
analysis on the linear equation (Eq. (18)) gives: 

(20) 

Sw can be considered as s thickness of a layer across which the 
velocity amplitude drops from the external value ue\ to zero 
on the wall. The higher the frequency, the thinner the layer. 
This means that at high frequencies the velocity profile through 
the boundary layer (except within the layer of thickness 8W) 
oscillates almost in the same amplitude and phase as the ex­
ternal perturbation. Therefore under high frequencies the ve­
locity profile is "frozen" simultaneously with the external 
unsteady velocity. So the steady velocity profile correlations, 
if adopted in a quasi-steady manner for unsteady boundary 
layer calculations, should work well at high frequencies. 

The outcome of the above analysis implies that more atten­
tion should be paid to the situation at medium frequencies. 
We should note the role of the unsteady behavior of the skin 
friction in controlling the whole unsteady velocity profile, which 
is important for the unsteady inviscid-viscous coupling. Be­
cause the near-wall region, in which the local velocity does 
change its phase, is confined to a smaller part of the whole 
boundary layer as the frequency is increased, the unsteady 
variation of the skin friction may not be a sensible parameter 
to look at. In other words, there might be no close correlation 
between the skin friction and the velocity profile integral pa­
rameters (e.g., 5*, &) at high frequencies. This point should 
also be taken into account for the laminar cases just presented. 

On the whole, the above comparisons between the calcu­
lations and the experimental results or other analytical solu­
tions can be considered as a justification for the adoption of 
the steady correlations in a quasi-steady manner for the com­
putations of unsteady boundary layers of current interest. It 
is expected that further improvements may be obtained by 
introducing frequency corrections to the previous steady cor­
relations. 

4 Inviscid-Viscous Coupled Solution 
It is suggested (Veldman, 1981) that the failure of the direct 

coupling at the boundary layer separation is due to the clearly 
defined hierarchy between the inviscid and viscous flow parts 
when solving the boundary layer equation in a direct mode. 
A more natural mode for inviscid-viscous coupling follows 
from the consideration of simultaneous coupling. The bound­
ary layer equation is solved in a time-marching manner. It is 
temporally integrated with the time-marching Euler solution, 
and the effect of the boundary layer blockage is accounted for 
by transpiring extra mass flow from the solid wall. This method 
has been applied to steady turbomachinery flow calculations 
by Freeman (1984), where the timewise accuracy is not of 
concern. In the present work, both the Euler and boundary 
layer equations are simultaneously integrated in time using the 
same discretization scheme so that the time accuracy can be 
maintained for unsteady flow calculations. 

4-1 Transpiration Coupling Model. Let us consider the 
inviscid-viscous coupling model in a more general way. It is 
assumed that the whole flow field is subject to the solution of 
the thin-layer Navier-Stokes equations. The quasi-three-di­
mensional effect is included by the streamtube height varying 
along the stream wise distance. Outside the viscous layer, vis­
cous effects are negligible and the governing equations reduce 
to the Euler equations. Inside the viscous layer, an equivalent 

inviscid flow is assumed, which is also governed by the Euler 
equations. To guarantee that both the thin-layer Navier-Stokes 
and the Euler solutions give the same answers at the edge of 
the viscous layer, extra mass, momentum, and energy sources 
must be added to the equivalent inviscid solution. 

By using the defect form of the Euler and the thin-layer 
Navier-Stokes equations in terms of the continuity and the 
streamwise momentum, the integral momentum equation for 
the quasi-three-dimensional thin-layer viscous flow can be de­
rived (He, 1990b): 

— ( K*\ A- 2 

~,\Pew"ewO / ~T~ PevMev 
at 

— (lu + o ) + — 
OX Uew pew OX 

dTk Cf 

Tk dx 
(Pe-P)dy 

d_r 
dxJ0 

d (*°° 
- « « ^ ] (Pe-P)dy = 0 (21) 

and the source mass term on the wall for equivalent inviscid 
Euler solution is 

vew = — p-r-(Tkpewueir8*) + 
Tk ox dt C (pe-p)dy (22) 

In the present work, the conventional first-order boundary 
layer model is still adopted for simplicity. That is, the pressure 
and velocity in the equivalent inviscid flow are assumed to be 
constant across the boundary layer. Then the boundary layer 
blockage effect on the inviscid flow can be easily accounted 
for. For a computational cell adjacent to the wall, if the 
timewise integration of the Euler equations is performed using 
the two-step Runge-Kutta scheme, we have: 

Tf+ 1/2 _ r jtJ 1 At AS" 

AS" + U2 2 AS" 
R" 

U"+' = U" 
AS" At 

AS"+1 AS"1 :R" 

where 

R S '-"£ Ayi-[G-uft)Axj 

(23a) 

1 (23b) 

+ SbALb (23c) 

ALb is the length of the boundary of the cell along the wall. 
The source terms on the boundary face for mass, momentum, 
and energy due to the boundary layer blockage are: 

Sb = Me \ Pew Vew) 

Ve(pew Ve 

[H(pew Ve 

(24) 

The mass source pew vev, is determined from Eq. (22). 

4-2. Time-Marching Integration of Boundary Layer Equa­
tion. Under the first-order boundary layer approximation, 
the quasi-three-dimensional unsteady compressible momentum 
integral equation for the viscous thin layer becomes: 

— 2 ~ (peue8 )+—;+——(20 + 6 ) + 
peue dt dx dx ue pe dx 

6 dTk 1 d f Cf 

•^r-T r-MPe-p)dy=^ (25) 
Tk dx peue dtJ 2 

Equation (25) is integrated in time in the same multistepping 
Runge-Kutta scheme as is used for the time-marching Euler 
solution (e.g., for the two-step scheme):' 
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where 

Rb = peue 

(pMe8*)" + 1/2=(peue8*)+^R"b 

(p eH c5*)" + ' = (PeUe&*)" + t\t Rb"
+U1 

2 Tk dx dx ue dx pe dx 

(26a) 

(26b) 

+ — T - . I (pe-p)dy 
petie at J 

(26c) 

An approximate evaluation of the term involving the density 
defect integration is given by a simple quasi-steady model (He, 
1990b): 

f d 
J (pe-p)dy = 0.5- pe8\ 1 -

7 - 1 -
i + J - - — M ; 

(27) 

This term is updated with one time step delay in the multistep 
Runge-Kutta time-marching process. Then, once the flow field 
at a current time level n is known, the solution for both the 
inviscid and the viscous parts of the flow can be simultaneously 
stepped forward to a new time level n + 1/2, n + 1, etc., without 
a hierarchy being defined between them. This feature is es­
sentially required for strong inviscid-viscous coupling calcu­
lations. 

For turbulent flows, the entrainment equation is also solved 
in a time-marching way for convenience. By analogy with the 
steady flow, an unsteady entrainment coefficient is defined as: 

Er = -J_ 
peue 

ue dt\i0 J dx\il 
pudy (28) 

which can be written as: 

peue8 = uApeueET-
d_ 

'dx 
M2 

1-A 

(29) 

Equation (29) is integrated in time using the same multistep 
Runge-Kutta scheme as Eq. (26). 

The inviscid-viscous coupling starts from the blade leading 
edge and ends at the outlet of the computation domain. As 
the integral equation has to be started with a finite boundary 
layer thickness, the starting displacement thickness is specified. 
It is intended that the specified starting thickness should not 
affect the downstream boundary layer solution. Based on 
numerical tests, it is specified that: 

8*, = 0.0001 C 

Additionally, for boundary layers starting with a laminar state, 
the starting shape factor is specified: 

H„ = 2.6 

For those starting with a turbulent state, based on the l/7th 
power velocity profile, the starting shape parameter is defined: 

Asl = 0.125 

All other parameters are determined by the correlations. 
In the wake region the skin-friction coefficient is specified 

to be zero. To carry out the boundary layer calculation along 
one mesh line in the wake region, the computational grids in 
this region are allowed to move adaptively in order to ensure 
that there is no loading on the wake. The time-dependent mesh 
is accounted for by the fully conserved discretization on a 
moving grid so that the wake movement is time solved (He, 
1990b). 

It is recognized that the transition from a laminar state to 

a turbulent one is a complicated problem, especially under 
unsteady flow conditions. In the present work, for simplicity, 
the transition point is either specified as input or determined 
by using the Horton's laminar separation bubble model (Hor-
tdn, 1969) in a quasi-steady way. 

5 Summary 

A Euler/integral boundary layer coupling approach has been 
developed for calculations of unsteady flows induced by os­
cillating blades. The steady correlations used to close the in­
tegral boundary layer equation for both laminar and turbulent 
flows are adopted in a quasi-steady way. Assessments of these 
assumptions have been made by calculating unsteady attached 
boundary layers and comparing the results with the corre­
sponding experimental data or other well-documented solu­
tions. A simple analysis shows that care should be taken mainly 
for situations with a medium range of frequency. Under high-
frequency conditions, the whole velocity profile inside the 
boundary layer is "frozen" instantaneously with the external 
unsteady velocity. 

In order to perform coupling calculations for strongly in­
viscid-viscous interactive flows (i.e., with boundary layer sep­
aration), a simultaneous coupling strategy is adopted. The 
unsteady Euler and the unsteady integral boundary layer equa­
tions are time-marched simultaneously using the same multi-
step Runge-Kutta scheme. The boundary layer displacement 
effect on the inviscid flow is accounted for by using the first-
order transpiration model. This simultaneous time-marching 
coupling approach not only overcomes the singularity around 
the separation point associated with the direct solution, but 
also guarantees timewise resolution, which is essential for un­
steady flow calculations. 

The numerical results by the coupling solution will be pre­
sented in Part 2. 
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Inviscid-Viscous Coupled Solution 
for Unsteady Flows Through 
Vibrating Blades: Part 2— 
Computational Results 
A quasi-three-dimensional inviscid-viscous coupled approached has been developed 
for unsteady flows around oscillating blades, as described in Part 1. To validate 
this method, calculations for several steady and unsteady flow cases with strong 
inviscid-viscous interactions are performed, and the results are compared with the 
corresponding experiments. Calculated results for unsteady flows around a biconvex 
cascade and a fan tip section highlight the necessity of including viscous effects in 
predictions of turbomachinery blade flutter at transonic flow conditions. 

1 Introduction 
As described in Part 1 of this paper (He and Denton, 1993), 

in order to efficiently include viscous flow effects in blade 
flutter predictions, an Euler-integral boundary layer coupled 
solution for quasi-three-dimensional unsteady flows around 
oscillating blades has been developed. For unsteady laminar 
and turbulent boundary layers, steady correlations are adopted 
in a quasi-steady way to close the integral boundary layer 
model. This quasi-steady adoption of the correlations is as­
sessed by numerical test results using a direct solution of the 
unsteady momentum integral equation with specified free-
stream pressure distributions. To conduct the coupling between 
the inviscid and viscous solutions for strongly interactive flows 
(i.e., with boundary layer separation), the unsteady Euler and 
integral boundary layer equations are simultaneously time-
marched using the multistep Runge-Kutta scheme. The bound­
ary layer displacement effect is accounted for by the first-order 
transpiration model. This coupling method overcomes the sin­
gular behavior around the separation point in the direct bound­
ary layer solution, and guarantees timewise accuracy, which 
is essential for unsteady flow calculations. 

To validate the inviscid-viscous coupled solution, calcula­
tions for steady and unsteady flow cases with significant vis­
cous effects are performed. The calculated results are presented 
as follows. 

2 Steady Flow Results 

2.1 Low-Speed Supercritical Compressor Cas­
cade. Steady flow through a supercritical compressor cas­
cade, which was measured as "Case-2" by Dong (1988) in the 
Whittle Laboratory, is calculated. The calculated surface static 

Contributed by the International Gas Turbine Institute and presented at the 
36th International Gas Turbine and Aeroengine Congress and Exposition, Or­
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
February 20, 1991. Paper No. 91-GT-126. Associate Technical Editor: L. A. 
Riekert. 
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Fig. 1 Static pressure coefficient along chord 

pressure coefficient distribution is given in Fig. 1, compared 
with the measured data. The measurement showed a suction 
surface laminar separation bubble at 35-45 percent chord. 
The laminar separation position is well predicted by the present 
calculation. Figure 2 shows the displacement thickness and 
shape factor distributions of the suction surface boundary 
layer, in which " S " and "R" indicate the predicted separation 
and reattachment points. It is noted that both the displacement 
thickness and the shape factor in this region are underpre-
dicted. A better prediction is expected if a more sophisticated 
separation bubble-transition model is adopted. 

2.2 Transonic Compressor Cascade. A transonic cascade 
flow of compressor blades, for which the experimental data 
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effectively trigger transition on both the suction and the pres-
are available (Stow, 1989), is calculated. The inlet flow con- sure surface (Stow et al., 1989). To capture these leading-edge 
ditions are: bubbles correctly, high resolution of the flow around the stag-

• - n M - n s nation point is necessary, which needs a very fine mesh. In the 
; - 0 , M.! - 0 . 8 present calculation, the boundary layers on both the surfaces 

Under these conditions, there are small laminar separation are simply assumed to be turbulent from the leading edge, 
bubbles in the very close vicinity of the leading edge, which Figure 3 shows the surface isentropic Mach number distri-

Nomenclature 

«o 
c 

Cf 
CP 

i 
f 

H 
k 

amplitude 
stagnation speed of sound 
blade chord length 
skin friction coefficient 
pressure coefficient 
incidence 
frequency 
shape factor 
reduced frequency =wc/Ult 

unless otherwise defined 

M = Mach number 
P = static pressure 

Po = stagnation pressure 
Tk = streamtube height 
U = absolute velocity 
7 = specific heat ratio 
5 = boundary layer thickness 

5* = displacement thickness 
6 = momentum thickness 

co = angular frequency 

Subscripts 
1 = first harmonics; inlet boundary 
2 = outlet boundary 

av = time-averaged 
p = pressure 

sh = shock 
t = torsion 
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sure coefficient (/„,, = 0 deg) 

bution along the axial chord from the present calculation and 
the experimental data. In the vicinity of the leading edge on 
the suction surface, the displacement thickness effect due to 
the leading-edge bubble may account for the discrepancy be­
tween the measurement and the calculation. Figure 4 shows 
the calculated boundary layer shape factor distribution against 
axial chord. A turbulent separation is observed around 80 
percent chord on the suction surface. This is also indicated by 
the flattened pressure distributions of both the calculated and 
experimental results. 

3 Unsteady Flow Results 

3.1 Oscillating NACA-65 Airfoil. The first check on the 
unsteady inviscid-viscous coupling solution is made by cal­
culating unsteady flows around a single airfoil oscillating with 
a torsion amplitude of 2 deg and a frequency of 20 Hz 
(k = 0.686), for which the experimental data are available (He, 
1990b; He and Denton, 1991). The calculated results for two 
mean incidence conditions, iav = 0 deg, im = 1.5 deg, will be 
presented. Based on the experimental observations, at 0 deg 
mean incidence, the unsteady transition on both suction and 
pressure surfaces is controlled by a laminar separation bubble. 
But at 7.5 deg mean incidence, only on the pressure surface 
is the transition subject to the laminar separation bubble; the 
suction surface boundary layer is found to be entirely turbu­
lent. 

Case 1 (0 deg Time-Mean Incidence). Figure 5 shows the 
calculated steady pressure coefficient distribution along the 
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chord compared with the measured data. The calculated 
boundary layer displacement thickness and shape factor dis­
tributions are presented in Fig. 6. A laminar separation bubble 
is predicted at about 60-80 percent chord position, which is 
also indicated in the measurement (He and Denton, 1991). 

The calculated amplitude and phase distributions of the first 
harmonics of the unsteady pressure coefficient by the coupled 
solution are compared with the experimental data in Fig. 7, 
which shows a quite good agreement. In the separation bubble 
region the amplitude is underpredicted. From the phase dis­
tribution, the influence of the separation bubble is clearly 
demonstrated by about a 90 deg local phase-lead in the rear 
part of the bubble. This phase variation could not be predicted 
by the purely in viscid solution (He, 1990b). 

Case 2 (7.5 deg Time-Mean Incidence). Figure 8 shows the 
steady pressure coefficient distributions from the coupled so­
lution and the experiment. It is noted that the agreement be­
tween these two is only fair. A possible reason for the 
discrepancy between the calculation and the experiment may 
be that the modeling of the quasi-three-dimensional effect, 
which is expected to be more influential at a higher loading 
condition, is inaccurate. The calculated boundary layer pa­
rameter distributions are presented in Fig. 9. The rapid growth 
of the suction surface boundary layer approaching the trailing 
edge separation is clearly shown by both <5* and //variations. 
A trend toward the leading edge bubble-type turbulent sepa­
ration on the suction surface is indicated by the shape factor 
distribution. On the pressure surface the boundary layer re­
mains fully laminar. 
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Figure 10 shows the amplitude and phase distributions of 
the first harmonics of the unsteady pressure coefficient from 
the coupled approach and the experiment. For the phase there 
is a marked discrepancy around 70 — 90 percent chord on the 
suction surface. This may be because both the measured and 
calculated unsteady pressure amplitudes in this region are very 
small, so that a large uncertainty is involved in determining 
the corresponding phase angles. The discrepancy of the phase 
angle of the unsteady pressure around the leading edge of the 
suction surface may be attributed to low resolution of the 
leading-edge flow. 

3.2 Transonic Duct Flow. A transonic diffuser flow with 
both steady and unsteady measurements, tested by McDonnell-
Douglas (Bogar et al., 1983; Salmon et al., 1983; Sajben et 
al., 1984) is calculated to check the present coupled solution 
at a high-speed flow condition. 

The steady calculation is performed at a constant back pres­
sure condition: 

P2/P0 = 0.826 

Under this condition the experimental results show that the 
shock wave with Msh= 1.24 is positioned at x/h* = 1.4, where 
h* is the diffuser throat height and x is measured from the 
location of the throat. The computational domain is taken 
from x/h* = - 4 to x/h* = 8. To get a better resolution of the 
shock, the computational mesh is gradually refined around x/ 
h* = 1.4, with the minimum mesh length Ax/h* =0.0625. 

The boundary layers on both the top and bottom walls are 
assumed to be turbulent. The same inlet boundary layer thick­
ness is specified as that used by Hsieh et al. (1984), who adopted 
a full Navier-Stokes solver, and AUmaras (1989) who adopted 
a coupled Navier-Stokes/Euler solver for this case: 

Top wall: 5 = 0.090 h* 

Bottom wall: 6 = 0.0045/;* 

Figure 11 shows the calculated steady pressure distribution 
along the top wall compared with the experimental data. The 
comparison between the calculation and the experiment for 
the displacement thickness and momentum thickness distri­
butions of the boundary layers on both walls is given in Fig. 
12. The predicted shock wave position is about x/h* = 1.35, 
slightly upstream of the experimental one. An inviscid solution 
under the same conditions (also shown in Fig. 11), however, 
predicts the shock wave position at about x/h* =2.7, illus­
trating the significant effect of boundary layer blockage. 

The unsteady calculation is performed for the flows with 

6/h* 
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Fig. 12 Comparison of boundary layer parameters 

forced outlet pressure oscillation. The unsteady pressure dis­
tributions in the region downstream of the shock wave position 
were measured by Sajben et al. (1984). The experimental un­
steady pressure data reveal a fairly harmonic pattern at the 
exit. Hence in the present calculation, the static pressure var­
iation in time at the exit is approximated by a sinusoidal form: 

^2 = ^2^(1 +Amp sin <at) (1) 

Figure 13 shows the amplitude and phase distributions of the 
first harmonics of unsteady pressure under the conditions: 

/ i * 

7 = 150 Hz, Am„ = 0.0U, £ = — = 0.117, 
«o 

The comparison of the amplitude of the shock wave movement 
between the calculation and the experiment for three frequency 
conditions is given in Fig. 14. The frequency dependence of 
the forced shock wave oscillation is well predicted. 

3.3 Transonic Biconvex Cascade. The unsteady transonic 
flows around a biconvex cascade have been calculated using 
the inviscid Euler solver by He (1990a). There are two dis­
tinctively different types of shock wave motion, the sinusoidal 
type and the propagating type. The latter is of a very nonlinear 
nature. Here, in order to demonstrate the unsteady viscous 
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effects in a situation of transonic cascade flow, a test case with 
the same geometry and under the same steady and unsteady 
conditions is calculated. The outlet back pressure condition is: 

P 2 /P 0 = 0.708 

The inviscid Euler solution for the oscillating cascade at this 
back pressure condition predicted a sinusoidal shock motion, 
which is confined in a small region near the trailing edge (He, 
1990a). 

In the present calculation, the boundary layers are assumed 
to be turbulent from the leading edge. Figure 15 shows the 
calculated steady Mach number distribution. It should be men­
tioned that the inviscid solution at the same back pressure 
condition gives a strong shock wave at around 85 percent chord 
position (He, 1990a), while the present coupled solution gives 
a much weaker shock at about 60 percent chord. Figure 16 
shows the S-T contour of the relative static pressure on the 
upper surface in two periods, calculated under the same un­
steady conditions as those in the inviscid calculation. It can 
be seen that the shock wave movement calculated by the present 
coupled method is very different from its counterpart by the 
inviscid Euler solver (He, 1990a). Actually it is more like a 
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i .ii C nupled Solution 

periodic upstream propagating shock wave, which is domi­
nated by a strong nonlinear mechanism. This marked viscous 
effect may result from two aspects. First, the steady (time-
mean) boundary layer blockage results in a farther upstream 
time-mean shock wave position. As indicated by the inviscid 
calculation, a shock near the throat is moving in a quite non­
linear way once the cascade is oscillating. Second, the strong 
unsteady inviscid-viscous interaction affects the unsteady 
boundary layer behavior. Figure 17 shows the S-T contour of 
the boundary layer shape factor on the upper surface. Com­
paring this S-Tplot with that for the static pressure (Fig. 16), 
we can see that when the symmetrically oscillating cascade 
reaches its maximum divergent shape at wt = 270 deg, a passage 
shock begins to form around 80 percent chord. A trailing-edge 
turbulent separation is then induced with about a 45 deg phase 
lag. Hence when the cascade passage is getting less and less 
divergent, the passage shock wave is pushed upstream not only 
owing a changed geometry, but also owing to enhanced in­
stantaneous viscous blockage. 

3.4 Transonic Fan Tip Section. The final case of the pres­
ent calculation is for a transonic tip section cascade of a low-
pressure fan, for which a fully three-dimensional steady viscous 
solution was available. The tip section is subject to a supersonic 
inlet flow. The present calculation is carried out at the design 
condition for this tip section: 

Mi = 1.06 
P2/P0 = 0.644 

The surface boundary layers are assumed to be turbulent from 
the leading edge. 

The calculated steady Mach number contours by both the 
coupled solution and the pure inviscid solution are shown in 
Fig. 18. In the results from the coupled solution (Fig. 18a), 
the passage shock is slightly detached from the leading edge 
with its foot being on the suction surface around 55 percent 
chord. The whole flow pattern agrees well with that designed 
by the fully three-dimensional viscous flow calculation. The 
inviscid Euler solution (Fig. 186), however, predicts a very 
different flow pattern. In the inviscid result, there is a strong 
and normal passage shock near the suction surface trailing 
edge. The front part of the passage seems subject to a reflecting 
oblique shock wave system. 

Unsteady calculations using both the inviscid and coupled 
methods are performed at the following conditions: 

,41381 
.33834 
.26288 
18742 
.11196 
,03650 
96103 
,88557 
81011 
73465 

(b). Inviscid Solution 

Fig. 18 Calculated steady Mach number contours 

Am,= \ deg (torsion around the leading edge) 
/=425Hz(A:=l) 

o-= 180 deg 
The calculated first harmonic pressure distributions on the 
suction surface are shown in Fig. 19, and those on the pressure 
surface are shown in Fig. 20. It is not surprising that the 
inviscid-viscous coupled solution and the pure inviscid solution 
produce substantially different results, considering the differ­
ence in the steady flow features predicted by the two methods. 
For instance, on the pressure surface, the inviscid solution is 
mainly subject to a shock-induced local pressure fluctuation 
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around 40 percent chord, while in the results of the coupled 
solution, the unsteady surface pressure has a smooth distri­
bution because the passage shock is slightly detached from the 
upper blade leading edge. The results shown in Figs. 19 and 
20 demonstrate the significant viscous blockage effect on the 
unsteady blade loading at transonic flow conditions, and there­
fore highlight the importance of including viscous effects in 
predictions of compressor blade flutter. 

4 Concluding Remarks 
To include viscous flow effects efficiently in the blade flutter 

calculations, a time-marching Euler/integral boundary layer 
coupling approach has been developed (He and Denton, 1993). 
Calculations for the following steady and unsteady flow cases 
with strong inviscid-viscous interactions are carried out for 
validation of the method and the computer code: 

9 Steady flow over a low-speed supercritical compressor 
cascade with laminar separation bubble. 

• Steady flow over a transonic compressor cascade with 
trailing-edge separation. 

• Unsteady flow around a low-speed oscillating airfoil with 
laminar separation bubble and trailing-edge turbulent 
separation. 

8 Unsteady transonic duct flow with shock/boundary layer 
interaction subject to back pressure oscillation. 

The calculated results are compared with the corresponding 
experimental data 

A calculation for transonic unsteady flows around the bi­
convex oscillating cascade reveals that the inclusion of unsteady 
viscous effects changes the pattern of unsteady shock wave 
movement. It is shown by calculated results for a transonic 
fan tip section that the passage viscous blockage significantly 
affects both steady and unsteady loadings, which highlights 
the necessity of including viscous flow effects in predictions 
of practical blade flutter. 

Finally, it should be mentioned that for a typical quasi-three-
dimensional oscillating cascade flow, the present inviscid-vis-
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cous coupled solution requires about 30 — 40 percent more CPU 
time than does the previous purely inviscid Euler solver. 
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Validation of a Numerical Method 
for Unsteady Flow Calculations 
This paper describes and validates a numerical method for the calculation of unsteady 
inviscid and viscous flows. A companion paper compares experimental measurements 
of unsteady heat transfer on a transonic rotor with the corresponding computational 
results. The mathematical model is the Reynolds-averaged unsteady Navier-Stokes 
equations for a compressible ideal gas. Quasi-three-dimensionality is included through 
the use of a variable streamtube thickness. The numerical algorithm is unusual in 
two respects: (a) For reasons of efficiency and flexibility, it uses a hybrid Navier-
Stokes/Euler method, and (b) to allow for the computation of stator/rotor com­
binations with arbitrary pitch ratio, a novel space-time coordinate transformation 
is used. Several test cases are presented to validate the performance of the computer 
program, UNSFLO. These include: (a) unsteady, inviscid flat plate cascade flows 
(b) steady and unsteady, viscous flat plate cascade flows, (c) steady turbine heat 
transfer and loss prediction. In the first two sets of cases comparisons are made 
with theory, and in the third the comparison is with experimental data. 

Introduction 
In the last seven years there have been several research groups 

working on the development of methods for the calculation 
of unsteady flows in turbomachinery (Hodson, 1985; Koya 
andKotake, 1985; Rai, 1987a, 1987b; Fourmaux, 1986; Lewis 
et al., 1987; Gibeling et al., 1988). At MIT we have also been 
working on unsteady flow calculation methods for the last five 
years, starting initially with an inviscid wake/rotor interaction 
program (Giles, 1988a). Later, additional capabilities were 
added including a shearing interface treatment for the analysis 
of stator/rotor interaction. Results have been presented (Giles, 
1990) of a calculation of the strongly unsteady flow in a tran­
sonic turbine, with oblique shocks extending from the stator 
trailing edge reflecting off the downstream rotor. Visualization 
of the unsteady flow field revealed a great amount of detail 
about the shock propagation, which led to improved under­
standing and interpretation of experimental data at Oxford 
University (Johnson et al., 1990). 

The current version of the program UNSFLO has been ex­
tended to include viscous flow analysis, and a companion paper 
(Abhari et al., 1992) presents a viscous analysis of the same 
transonic turbine, and compares the unsteady heat transfer to 
experiments performed at MIT in the Gas Turbine Laboratory 
Blowdown Turbine Facility. One purpose of this paper is to 
present an overview of the numerical methods used by UNS­
FLO, concentrating on the three most unusual features, the 
hybrid viscous/inviscid algorithm, the technique for analyzing 
stator/rotor interactions with arbitrary pitch ratios, and the 
variety of different unsteady boundary condition options. The 
second purpose of this paper is to present test cases that thor-

Contributed by the International Gas Turbine Institute and presented at the 
36th International Gas Turbine and Aeroengine Congress and Exposition, Or­
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
March 4,1991. Paper No. 91 -GT-271. Associate Technical Editor: L. A. Riekert. 

oughly validate the program. This is not an easy thing to do, 
and many papers have been published showing unsteady flow 
calculations but with very limited attempts at validation. This 
paper shows the variety of analytic test cases that exist for 
different unsteady flows and shows the good level of agreement 
that can be obtained. 

Numerical Method 

Basic Inviscid and Viscous Algorithms. In viscous flow 
computations the computational grid has two parts. As shown 
in Fig. 4 one part is a structured O-type mesh around each 
blade. This mesh, which will be referred to as the viscous grid, 
is at least as wide as the boundary layer thickness and has the 
necessary grid resolution to resolve the details in the boundary 
layer. The other part of the grid, which will be referred to as 
the inviscid grid, is an unstructured finite-element type of mesh 
composed of an arbitrary mix of quadrilateral and triangular 
cells. 

On the viscous grid the equations of motion that are solved 
are the unsteady Reynolds-averaged Navier-Stokes equations. 
The Reynolds averaging gives the mean effect due to the tur­
bulence averaged over the short turbulent time scales, while 
leaving alone the longer time-scale unsteadiness due to wake-
passing, stator/rotor interaction, etc. The Reynolds stresses 
due to the turbulence are modeled using the simple Cebeci-
Smith algebraic turbulence model (Cebeci and Smith, 1974). 
Quasi-three-dimensional effects are included through the spec­
ification of a streamtube thickness in the third dimension. 
Using the structured nature of the viscous grid, the numerical 
method is an ADI (alternating-direction-implicit) method with 
Roe's flux-difference splitting (Roe, 1986) giving third-order 
upwinding for the residual operator and first-order upwinding 
for the implicit operator. This is similar to the method used 
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by Rai (1987b). A sonic line treatment based on the recent 
ideas of van Leer et al. (1989) is used to prevent expansion 
shocks through the use of a minimal level of numerical smooth­
ing. Full details on the viscous algorithm will be available soon 
in a technical report (Giles, 1991). 

On the inviscid grid, the equations that are solved are the 
Euler equations, again with a streamtube thickness specified 
in the third dimension. The numerical method is a generali­
zation of Ni's Lax-Wendroff algorithm (Ni, 1981), and is also 
similar to the Euler-Taylor-Galerkin finite element method of 
Lohner et al. (1985). Full second-order accuracy is achieved 
on irregular meshes through the use of a carefully constructed 
fourth difference smoothing, which does not corrupt linear 
solutions, and a second difference shock smoothing using an 
adaptive coefficient based on the flow divergence. Full details 
of the inviscid algorithm are given in a technical report (Giles, 
1988b). 

Both the Navier-Stokes equations and the Euler equations 
are solved in their conservative formulation, in which the un­
known variables are U={p, pu, pv, pE)T, the density, mo­
mentum components, and total internal energy. The 
corresponding equations are based upon a control volume for­
mulation of the mass, momentum, and energy equations and 
thus correctly capture steady and moving shocks. At the in­
terface between the viscous and inviscid grids, the viscous and 
inviscid algorithms are linked in a manner that uses a consistent 
definition of the fluxes across the interface, and thus maintains 
absolute conservation; i.e., no mass, momentum, or energy is 
lost at the interface. In addition, the smoothing operators are 
carefully constructed to keep the solution smooth through the 
interface. For purely inviscid flow computations, no viscous 
grid is used and the boundary of the inviscid grid is the blade 
surface. At this surface the boundary treatment is a slip con­
dition that allows a tangential velocity but no normal velocity. 

The hybrid viscous/inviscid scheme outlined above is unu­
sual. It is certainly more complicated to implement than most 
other schemes for turbomachinery, but there are a number of 
advantages. First, the choice of an implicit ADI method to 
calculate the viscous flow region was motivated by the desire 
to do time-accurate unsteady flow computations. An explicit 
Navier-Stokes method with sufficient grid resolution to resolve 
leading edge boundary layers properly would need an extremely 
small time step due to the CFL stability limit, and so would 
be excessively expensive for unsteady computations. The se­
lection of an implicit method meant that a structured grid was 
required since there are at present no well-established implicit 
methods for unstructured grids. 

Having decided on a structured grid around each blade for 
the viscous computation, there were several options for the 
rest of the domain. One was to extend the viscous grid to cover 
the whole blade passage, either as a C-mesh or an O-mesh. In 
both cases this would cause problems in the upstream far field 
where the mesh would inevitably be rather coarse. This would 
lead to excessive numerical diffusion of incoming wakes in 
wake/rotor interaction. It also would not give the flexibility 
to perform complex pylon/OGV (outlet guide vane) calcula­
tions. The second option was to use the type of multiblock 
grid system used by Rai (1987b). This would solve the problem 
of inadequate grid resolution upstream, but would involve 
significant complications in grid generation and the flow al­
gorithm, and would still not give the flexibility to analyze 
pylon/OGV configurations efficiently. 

The third option that was adopted in this work, an outer 
unstructured grid and an explicit flow algorithm, gives the 
flexibility to form a grid around any size and shape of bodies 
using a triangular cell advancing front grid generator based 
on the work of Lo (1985) and Peraire et al. (1988). A description 
of the grid generator and examples of its usefulness for pylon/ 
OGV calculations are given in a paper by Lindquist and Giles 
(1990). For more standard cascade configurations a modified 

H-mesh grid generator is used to produce an unstructured grid 
of rectangular cells, with a line of triangular cells at the inflow 
and outflow. The purpose of the triangular cells is to reduce 
the shearing of the quadrilateral cells by making the grid more 
orthogonal. An additional advantage of the unstructured grid 
approach is that the grid can be adapted later by subdividing 
triangular cells to give enhanced resolution of high-gradient 
flow features such as shocks or separated shear layers. This 
capability has been added recently but is not used in this paper. 

There are two "weaknesses of the current algorithm. The first 
is the turbulence model, which is the standard Cebeci-Smith 
model. Being an algebraic model, it bases the local turbulent 
viscosity on the instantaneous local velocity profile, and does 
not take into account any' 'history'' effects due to the temporal 
or spatial development of the flow field. In addition, transition 
is currently specified by the user, based on experimental data, 
or at the leading edge for flows with high free-stream turbu­
lence levels. At present work is under way to replace this 
turbulence model with a one-equation kinetic energy model 
combined with an algebraic length scale. This model will also 
allow for the calculation of the effect of a turbulent wake on 
the transition of the boundary layer on a downstream blade. 

The second weakness is that the wake is treated inviscidly 
since the viscous grid is limited to the boundary layer region. 
This is believed to be a relatively minor error, since the reduced 
decay of the wake due to the absence of the physical viscosity 
is probably offset largely by the additional decay due to the 
inevitable presence of numerical smoothing. Also, the unsteady 
forces on a downstream blade row due to wake/blade inter­
action are largely dependent on the integrated momentum de­
fect in the wake and this is independent of the rate of decay 
of the wake. 

Unsteady Boundary Conditions. The utility of this pro­
gram for the calculation of unsteady flows is greatly increased 
by being able to analyze a wide variety of different unsteady 
phenomena. The capabilities can be split into four categories. 
The first is unsteadiness in a single blade row due to unsteady 
inflow or outflow boundary conditions. This category includes: 
(a) wake/blade interaction in which the user can specify the 
velocity and temperature profile of the wake or hot streak 
coming into the blade row, (b) potential/blade interaction in 
which the user specifies a potential disturbance of fixed spatial 
form that travels across the inflow or outflow boundary, cor­
responding to the pressure field of a neighboring blade row, 
and (c) an outflow static pressure, which varies sinusoidally 
in time. In each of these cases there is a model for the far-
field behavior of the flow, based on linear characteristic theory, 
and the boundary conditions are formulated in a nonreflecting 
manner that ensures that outgoing pressure and vorticity waves 
do not produce artificial reflections at the inflow and outflow 
boundaries (Giles, 1989b). 

The second category is stator/rotor calculations in which 
the unsteadiness is due to the relative motion of the two blade 
rows. There are several different possible methods for treating 
the stator/rotor interface. The approach used here is to analyze 
the unsteady flow using grid-relative flow variables on two 
grids, one fixed to the stator and one to the rotor, and to 
combine the two by placing between the stator and rotor grids 
a line of cells for which a special form of the inviscid flow 
algorithm is required (Giles, 1990). This approach is conserv­
ative and produces acceptably well-behaved solutions at the 
interface. Overall, however, it is probably no better or worse 
than Rai's conservative sliding interface treatment (Rai, 1987a). 

The third category is a single blade row with unsteadiness 
due to blade vibration. This has been implemented as an option 
only for viscous flow calculations. The viscous grid nodes on 
the blade surface move with the blade, and the nodes at the 
interface with the inviscid grid, as well as the entire inviscid 
grid, remain stationary. The grid nodes in the interior of the 
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viscous grid move appropriately, maintaining a straight line 
with fixed proportional spacing from blade to the inviscid 
interface. The viscous algorithm is modified to take account 
of the grid motion and the extra flux terms it produces (Giles, 
1991). 

The final category is natural unsteadiness, such as vortex 
shedding, which is due to flow instabilities and not to any 
unsteady boundary condition. 

Periodic Boundary Condition. When the number of stators 
and rotors is equal, the periodic boundary condition is simple. 
The flow along one periodic surface is defined to be identical 
to the flow along the other periodic surface, which is displaced 
by one blade pitch. Mathematically, this is equivalent to en­
forcing the condition 

U(x,y,t) = U(x,y + P,t), (1) 

where P is the blade pitch. Numerically this is achieved by 
enforcing the condition that the computational grid is periodic 
with values on one periodic surface being identical to those 
on the other. 

When the number of stators and rotors is not equal, the 
flow does not have a simple spatial periodicity in the circum­
ferential direction. Instead, the periodic boundary condition 
for a stator is now 

U(x, y, t) = U{x, y + Ps,t + AT), (2) 

where AT is equal to the difference between the stator pitch 
Ps and the rotor pitch Pn divided by the rotor wheel speed V 
(Giles, 1988a): 

AT=(PS-Pr)/V. (3) 

This time delay in the periodic boundary condition is equivalent 
to an interblade phase angle when one considers a single fre­
quency of unsteadiness. 

The numerical difficulty is how to implement the lagged 
periodic boundary condition that arises from the unequal 
pitches. Erdos et al. (1977) were the first to develop a method, 
and it has subsequently been used by Koya and Kotake (1985), 
Hodson (1985), and Lewis et al. (1987). The technique assumes 
that the flow field is periodic in time and involves the storage 
of a complete blade-passing period of unsteady flow data on 
both periodic surfaces, and the creation of boundary values 
by the interpolation of data at earlier times on the opposing 
periodic surface. 

There are several drawbacks to Erdos' technique. One is 
that it requires a large amount of computer memory to store 
an entire period of information on each periodic surface. An­
other is that the use of boundary data, from (on average) half 
a period earlier on the opposite periodic surface, delays the 
convergence of the unsteady flow solution to the assumed final 
periodic state. Lewis et al. (1987) found that 15-20 blade-
passing periods can be required for convergence to the periodic 
state, whereas calculations for unity pitch ratios require 5-7 
periods. 

For viscous calculations, the primary problem with the Erdos 
technique is the assumption of a final periodic state. This is 
incorrect in cases in which there is a second unrelated frequency 
of oscillation. The simplest example of this is vortex shedding 
at the trailing edge of a turbine. There is no reason to expect 
that the shedding frequency will be a multiple of the blade-
passing frequency and so there will be no final periodic state 
and calculations with the Erdos boundary condition will fail 
to arrive at a self-consistent solution. Another more important 
example is the calculation of rotating stall in a single stage. 
The spatial extent of the rotating stall cell could be captured 
by performing a calculation with multiple stators and rotors, 
but there is again no final periodic state. 

An alternative approach to the problem of the lagged pe­
riodic boundary condition was developed by Giles (1988a). It 
can be interpreted in two ways: From a computational per­

spective it can be viewed as a time-inclined computational plane 
(Giles, 1987), while from a mathematical viewpoint it is a space-
time coordinate transformation: 

x' =x 

y' =y (4) 

t'=t-\y. 
The parameter X is defined as 

With this coordinate transformation, the lagged periodic 
boundary condition for the stator becomes 

U{x',y',t') = U(x',y'+Ps,t'), (6) 

which is once again easily implemented numerically by making 
the discrete flow variables identically equal on the upper and 
lower periodic surfaces. 

The simplicity in the periodic boundary condition is achieved 
at the expense of modifying the basic partial differential equa­
tions in the interior of the computational domain. When one 
transforms the two-dimensional Euler equations, written in 
the standard conservative vector form as 

into the new computational coordinate system, the resultant 
equations are 

±(U~\G)+^r + ̂  = 0. (8) 
dt dx dy v ; 

Thus the conservation state variables have changed from U to 
Q= C/-XG. For an inviscid flow of an ideal gas, this change 
in the conservation variables requires just minor changes to 
the basic numerical algorithm because one can calculate U 
from Q in closed form (Giles, 1987, 1988a). In stator/rotor 
calculations, the stator and rotor grids require different values 
of X, since ATis the same for both and the pitches are different. 
In addition the time steps are different on the two grids because 
the blade passing period is different in the two frames of 
reference and the calculation requires matching numbers of 
timesteps per period. As a result, the interface treatment be­
comes more complicated (Giles, 1988b). 

For a viscous flow calculation, there is a problem that at 
first sight is quite significant. The new conservation variables, 
Q=U—\G, include viscous stress terms that involve spatial 
derivatives of flow variables. Therefore, it is impossible to 
deduce the local value of U from the local value of Q. This 
problem is solved by neglecting the viscous terms in Q. The 
justification for this is that the largest of the neglected terms 
are of the form d2u/dndt, where d/dn denotes a derivative 
normal to the blade surface across the boundary layer. For 
high Reynolds number flows these terms are a factor VRe 
smaller than the dominant normal derivative terms such as 
d2u/dn2, and so can be safely neglected in the same manner 
that one neglects streamwise diffusion terms and spatial cross-
derivatives terms (Giles, 1989a). 

This space-time coordinate transformation method has its 
limitations. Due to domain-of-dependence restrictions, there 
are constraints on the magnitude of X that can be used (Giles, 
1987, 1988b). In stator/rotor interactions, depending on the 
true pitch ratio, it may be necessary to perform calculations 
with more than one stator or rotor. However, due to the faster 
convergence rate relative to the use of Erdos' technique, it will 
be more efficient for calculations in which the Mach number 
is not very small. For very small Mach numbers, and for flutter 
and forced response problems at very low reduced frequencies, 
and limitations on X are such that many blade passages must 
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be calculated. For these calculations Erdos' technique is there­
fore preferable if one is sure that there is a consistent periodic 
final state. 

A final observation is that both the space-time coordinate 
transformation and the Erdos technique are restricted in gen­
eral to calculations in a single stage, with just two blade rows. 
If one considers three blade rows, then in typical real geom­
etries the first and third row will have different numbers of 
blades, and therefore different blade pitches. Correspondingly, 
the middle blade row will experience two different blade pass­
ing frequencies. In this case it is not possible to perform an 
unsteady calculation with just one blade passage in each row. 
The minimum size of calculation that would be mathematically 
correct would include multiple blades in the first and third row 
in a ratio exactly matching the real geometry; this might often 
require the full annulus. 

Results 

Inviscid Flat Plate. The first set of test cases is for small 
amplitude, unsteady disturbances of a uniform inviscid steady 
flow past an unloaded flat plate cascade. The advantage of 
this configuration is that results can be compared to the linear 
inviscid analysis of Smith (1971). This analysis is based upon 
the distribution of a vorticity sheet along the flat plate cascade 
in a manner that satisfies the inviscid boundary condition that 
there is no relative flow normal to the flat plate. The for­
mulation leads to an integral equation, which must be ap­

proximately solved computationally using the program 
LINSUB written by D. Whitehead (1987), but the solution can 
be obtained so accurately that for test purposes it may be 
considered to be an exact analytic solution. An attraction of 
the linear analysis as a test case is that it can be used in a 
variety of applications, for wake/blade interaction, potential/ 
blade interaction* and bending or torsion of the blade, all with 
an arbitrary pitch ratio or interblade phase angle. 

For all three test cases in this section, the flat plate cascade 
has a pitch/chord ratio of 0.5, a stagger angle of 30 deg, and 
a mean flow Mach number of 0.7. In each case the unsteadiness 
has a single frequency component and is of a sufficiently low 
amplitude that second-order nonlinear effects are negligible. 
The computational grid is extremely fine, 400 x 50, to provide 
resolution of the leading and trailing edge singularities, as well 
as the waves in the high reduced frequency cases. Comparison 
with the linear theory is made by plotting the real and imaginary 
components of the nondimensional complex amplitude of the 
unsteady pressure difference across the plate. 

The first test case is a wake/blade interaction, in which the 
incoming wake has a sinusoidal form, producing a single fre­
quency response. The wake has a pitch that is a factor 0.9 
smaller than the blade, and the flow angle in the wake frame 
of reference is - 30 deg. This results in a high reduced fre­
quency (based on axial velocity and axial chord) of 13.96, and 
so the unsteady pressure waves produced by the interaction 
have a wavelength that is a small fraction of the chord. Figure 
1 shows the comparison between the unsteady pressure jump 
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distributions from UNSFLO (nonlinear, time-marching anal­
ysis) and LINSUB (linear theory). 

In the second test case the exit static pressure is varied si-
nusoidally with a reduced frequency of 1.086. Figure 2 shows 
the comparison between the nonlinear and linear results. This 
low frequency case gives almost perfect agreement. 

The final inviscid test case is a potential/blade interaction, 
in which the exit static pressure varies spatially across the 
outflow, with a sinusoidal form and a pitch that is a factor 
0.667 smaller than the blade pitch. The mean flow angle in 
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Fig. 5 Flat plate skin friction coefficient and displacement thickness 

the frame of reference of the potential disturbance is - 30 deg, 
giving a very high reduced frequency of 18.85. Figure 3 shows 
the comparison between the nonlinear and linear results. The 
very high reduced frequency makes this an extremely tough 
test case, since LINSUB and UNSFLO are both trying to re­
solve a single wavelength in no more than ten grid points. 

In addition to validating the different inflow and outflow 
boundary conditions the first and third test cases are also a 
validation of the time-included computational plane procedure 
adopted to treat the problem of unequal pitches. Both cal­
culations were performed with a single blade passage and a 
single incoming disturbance. 

Viscous Flat Plate. This set of test cases begins with a 
steady calculation of a low Mach number flow over an un-
staggered flat plate cascade. The blades have a 0.2 percent 
thickness and the leading edge is rounded carefully to avoid a 
leading edge separation. The pitch/chord ratio is unity so that 
the flow is as closely as possible equal to the flow over an 
isolated flat plate. Similarly, for comparison to Blasius bound­
ary layer theory, the flow is chosen to be laminar with a Reyn­
olds number of 106, and the free-stream Mach number is 0.2. 

Figure 4 shows the computational grid near the leading edge. 
The inviscid grid density is 150x60, and the viscous grid den­
sity is 200 x 20. Figure 5 compares the skin friction coefficient 
and displacement thickness with incompressible Blasius theory. 
In both cases the agreement is very good until the pressure 
gradient becomes nonzero near the trailing edge. 

Using this steady flow as a base, three unsteady flow cal­
culations were performed. In the first two, the blade was dis­
placed in bending and torsion modes, with a zero interblade 
phase angle and a reduced frequency of 15.80. The unsteady 
flow in response to these motions is primarily inviscid, since 
in the absence of any unsteady flow the motion of the blades 
violates the inviscid boundary condition of zero relative flow 
normal to the blade surface. Therefore, for small amplitude 
unsteadiness the unsteady pressure distribution produced 
should correspond to that predicted by LINSUB using linear 
inviscid theory. Figures 6 and 7 show that this is indeed true. 
There is good agreement on the amplitude of the disturbance, 
and just a small shift in the phase. A particular implication 
of the agreement is that the viscous flow at the trailing edge 
agrees well with the Kutta condition imposed in the linear 
theory. This is of interest since the theoretical validity of the 
Kutta condition at high reduced frequencies is questionable, 
at best. In this application, however, the very thin trailing edge 
gives a reduced frequency based on diameter of 0.06 and so 
the flow in the neighborhood of the trailing edge is in a low-
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frequency regime in which the Kutta condition should be an 
appropriate approximation to the true flow. 

The third unsteady case imposes a oscillatory lateral motion 
of the flat plate along its own length. The lack of any normal 
velocity component, except at the leading and trailing edges, 
means that no significant unsteady inviscid flow is generated, 
and the unsteadiness is confined to the boundary layer as a 
consequence of the no-slip condition at the blade surface. 

At very low reduced frequencies this would produce a quasi-
steady flat plate boundary layer in the frame of reference of 
the moving plate, and would effectively reproduce the steady 
test case. Instead, the test case is computed for a very high 
reduced frequency. In this limit, the unsteady vorticity does 
not have sufficient time in one period to diffuse across the 
entire boundary layer, and is instead confined to a thin layer 
next to the surface. This layer is referred to as the Stokes layer 
since it corresponds to the classic Stokes problem of the flow 
generated by the oscillation of an infinite flat plate in a semi-
infinite domain with stagnant conditions at infinity (Batchelor, 
1967; Schlichting, 1979). The unsteady part of the velocity 
field on the upper surface of the blade is 

u(x,y,t)=(R{uwe-m-K>'}, (9) 

where 

K = ( l - I ) „ 

and the corresponding unsteady surface vorticity is 

(10) 

w -
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Fig. 8 Unsteady component of computed surface vorticity. Analytic 
values: (a) f = 0.0, a = 141.0; (b) f = 0.125, w = 200.0; (c) f=0.25, to = 141,0; 
(d) t= 0.375, u = 0.0 

du 
o(x, 0, t) = -—- =(R{Ktiwe 

dy (11) 

This test case has also been used recently by Power et al. (1991) 
for the validation of an unsteady compressible boundary layer 
code. 

Figure 8 plots the surface vorticity along the plate at four 
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equally spaced times during one half period, and lists the cor­
responding analytic values, which do not depend on location. 
Clearly, the figures show that the numerical results do depend 
on location. For 0 < x < 0 . 4 the agreement with analytic theory 
is quite good, both in magnitude and phase. Figure 9 shows 
the excellent agreement in the distribution of unsteady vorticity 
across the boundary layer at location x = 0.2 and time t = 0.125. 
However, toward the rear of the flat plate the predicted am­
plitude of unsteady vorticity is low by approximately 20 per­
cent, and there is a phase lag of approximately 25 deg. 

This spatial variation in the quality of the computed results 
is due to variations in the boundary layer grid resolution. The 
Stokes layer has a constant thickness of approximately 
0.5 x 10"3, while the steady boundary layer displacement thick­
ness is approximately 2 x 10 ~3 x \fx. To resolve both the Stokes 
layer and the steady boundary layer in this case there are only 
15 grid points. These points are distributed across the boundary 
layer with the outermost point lying just outside the steady 
boundary layer. A calculation was performed with the re­
maining points being equally spaced across the boundary layer. 
This gave much poorer results than those shown here, because 
at the rear of the blade it put only three points across the 
Stokes layer, which was woefully inadequate. In the calculation 
shown here, the grid points were stretched exponentially across 
the boundary layer, with a stretching ratio of 1.15, so that the 
normal grid spacing for the cell next to the blade is a factor 
1.15l4 = 7 smaller than the outermost cell. Despite this im-
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Fig. 11 Nusselt number distribution on turbine cascade 

provement in the grid, there are still several more grid points 
across the Stokes layer at x = 0.2 than at x=0 .9 , and this is 
what produces the better results at x=0.2 . 

In the boundary layer calculations of Power et al. (1991), 
101 points were used across the boundary layer and very good 
agreement with theory was achieved along the full length of 
the flat plate. This level of grid resolution can be achieved with 
efficient boundary layer methods, but for Navier-Stokes cal­
culations the number of grid points used in the present cal­
culation is quite typical. This suggests that most Navier-Stokes 
calculations of unsteady flows will be barely resolving the 
details of the unsteady viscous flow in the lower part of the 
boundary layer. It is likely that this will lead to some under-
prediction of transient responses, such as the heat transfer 
transient produced by a passing shock (Abhari et al., 1992). 

Steady, Viscous Flow in a Turbine. A companion paper 
presents the use of the program UNSFLO to calculate the 
unsteady heat transfer in a transonic stator/rotor interaction. 
Therefore, this final test case is not unsteady, but is instead a 
steady, viscous flow in a turbine with an isothermal wall bound­
ary condition. Experimental heat transfer measurements for 
this turbine were made at Oxford University by Doorly et al. 
(1985), and heat transfer calculations have been performed 
previously by Birch (1987). 

Figure 10 shows the surface pressure distribution compared 
to the experimental data, for an isentropic exit Mach number 
of 0.735 and Reynolds number of 1.11 x 106. Figure 11 shows 
the calculated Nusselt number distribution compared to the 
experimental data. The transition locations are indicated on 
the figure, and were specified from experimental data. As 
stated in the algorithm description earlier, the principal weak­
ness of the current program is its lack of a predictive transition 
model. Aside from this deficiency, the agreement in heat trans­
fer is reasonable. Finally, the computed loss, nondimension-
alized by the outflow dynamic pressure, was computed to be 
2.9 percent, compared to an experimental value in the range 
2.7-3.0 percent. 

Conclusions 
This paper has presented a numerical method for the com­

putation of two-dimensional, unsteady, inviscid, and viscous 
flows in turbomachinery. Options include the analysis of un­
steadiness due to wake/rotor, potential/rotor or stator/rotor 
interactions, unsteady exit static pressure, or specified blade 
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vibration. A particular feature of the method is the ability to 
analyze stator/rotor geometries with arbitrary pitch ratios. 

An extensive set of test cases is presented to validate the 
range of unsteady options. Steady boundary layer parameters, 
heat transfer, and loss predictions compare well against the­
oretical and experimental data. 
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On the Propagation of ¥isoous 
Wakes and Potential Flow in 
Axial-Turbine Cascades 
This paper investigates the propagation of pressure disturbances due to potential-
flow interaction and viscous-wake interaction from upstream blade rows in axial-
turbine-blade rotor cascades. Results are obtained by modeling the effects of the 
upstream stator viscous wake and potential-flow fields as incoming disturbances on 
the downstream rotor flow field, where the computations are performed. A computer 
program is used to calculate the unsteady rotor flow fields. The amplitudes for the 
rotor inlet distortions due to the two types of interaction are based on a review of 
available experimental and computational data. We study the propagation of the 
isolated potential-flow interaction (no viscous-wake interaction), of the isolated 
viscous wake interaction (no potential-flow interaction), and of the combination 
of interactions. The discussion uses as example a lightly loaded cascade for a stator-
to-rotor-pitch ratio R = 2. We examine the relative magnitudes of the unsteady forces 
for two different stator-exit angles. We also explain the expected differences when 
the stator-to-rotor pitch ratio is decreased (toR = l) and increased (toR = 4). We 
offer new and previously unpublished explanations of the mechanisms of generation 
of unsteady forces on the rotor blades. The potential flow field of the rotor cuts 
into the potential flow field of the stator. After the potential-flow disturbance from 
the stator is cut into a rotor cascade, it propagates into the relative flow field of 
the rotor passage as a potential-flow disturbance superimposed on the rotor-relative 
flow. The potential flow field of the rotor near the leading edge and the leading 
edge itself cut into the wake and generate two counterrotating vortical patterns 
flanking the wake centerline in the passage. The vortical pattern upstream of the 
wake centerline generates an increase in the local pressure (and in the forces acting 
on the sides of the passage). The vortical pattern downstream of the wake centerline 
generates a decrease in the local pressure (and in the forces acting on the sides of 
the passage). The resulting unsteady forces on the blades are generated by the 
combined (additive) interaction of the two disturbances. 

Introduction 
In the preliminary design of turbines, one starts for two 

dimensional stator and rotor velocity diagrams at one or more 
radii across the blade span and proceeds to design the shape 
of the two-dimensional cascades of the rotor and the stator. 
There is a lot of freedom on the choice of the ratio of the 
number of rotor blades to the number of stator blades, which 
affects the pitches Srb and Ssb and is equal to the stator-to-
rotor-pitch ratio R, defined by: 

R = =^ = -
N* 

(1) 

The effect of R on geometry is illustrated in Fig. 1, where the 
geometry of the downstream rotor is kept constant, the non-
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36th International Gas Turbine and Aeroengine Congress and Exposition, Or­
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
March 4,1991. Paper No. 91-GT-373. Associate Technical Editor: L. A. Riekert. 

R = S.b/STb = 4.0 R = S3b/Srb = 1.0 

Fig. 1 The effect of R on the stage geometry. The rotor velocity dia­
grams and the downstream rotors (flow from left to right) are identical. 
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dimensional geometry of the upstream stator is identical, but 
R is varied by changing the value of Ssb. The two-dimensional 
flow unsteadiness between the rotor and the stator is due to: 
viscous velocity wakes shed from the trailing edge of the stator, 
generated by the boundary layer along the stator surfaces; 
inviscid potential-flow interaction because of the relative mo­
tion of the lifting surfaces of the rotor and the stator; vortices 
shed at the stator trailing edge; flutter of both cascades; and 
the effect of flow changes due to cooling flows in high-pressure 
high-temperature turbine stages. In Fig. 1 the velocity wake is 
illustrated in the dotted region starting at the stator trailing 
edges; the potential-flow interaction is illustrated as a sinu­
soidal static-pressure variation with a maximum at the stator 
trailing edge. As R increases, the potential-flow interaction 
relative to the rotor increases, and its frequency and decay rate 
decrease. As R increases, the amplitude of the velocity defect 
in the wake remains about constant, and one may observe a 
modest increase in the width of the wake because of the in­
creased Reynolds numbers and larger lengths over which the 
boundary layers develop on the larger stators. 

Engine designers try to "detune" the forced response of the 
cascades by choosing unequal numbers of blades in stators 
and rotors NSb and Nrt,. Economic considerations force designs 
to higher values of R, but this results in larger disturbances 
entering the rotor cascade and it will probably lead to larger 
unsteady forces acting on the rotor. For a given rotor size and 
velocity diagrams R is inversely proportional to the reduced 
frequency parameter, defined by: 

2-KVrb brb l_ 

R 
(2) 

Cx ^rb Cx 

The purpose of this paper is to provide some insights on the 
magnitude and shape of the unsteady forcing function acting 
on the blade structure, and to examine some of the mechanisms 
by which these forces are generated in the rotor passages. 

Background 
In past investigations (Korakianitis, 1987a, 1988a, 1988b, 

1988c, 1992a, 1992b) we computed the amplitude of the har­
monics of the spatially analyzed unsteady forces on rotor blades 
as a function of R for a series of typical turbine cascades. For 

a first approximation we considered the effect of the viscous 
wake interaction (generated by the boundry layers along the 
blade surfaces and propagating downstream only) and of the 
potential flow interaction (a static-pressure variation due to 
the presence of the lifting surfaces in the cascades and prop­
agating upstream as well as downstream). We neglected the 
effect of vortex shedding and assumed infinitely rigid blades 
without cooling slots that expel lower-enthalpy jets of cooling 
air. For these studies (past and the present one) we have used 
Giles' (1988a) computer program UNSFLO (which models the 
two-dimensional, unsteady, compressible, inviscid flow around 
rotor blades) to compute the flow field and the forces for 
different stator-exit (nozzle) angles aN. This program was cho­
sen because it can handle arbitrary values of R with reasonable 
CPU and storage requirements due to a novel "tilting" of the 
time domain. In the computational field the problem has been 
simplified by considering the effects of the stator disturbances 
on the rotor blades in the rotor-relative frame. 

The accuracy of the computations has been checked in the 
past by Giles (1988a) and Korakianitis (1987a, 1988b, 1992a). 
These checks involved comparisons of the results of calcula­
tions using UNSFLO with the results of four steady and un­
steady-flow cases of known theoretical or experimental output. 
For steady flows we used a comparison of computed results 
with the closed-form analytic solution obtain by conformal 
transformation for the incompressible potential flow past Gos-
telow's (1984) compressor cascade (Korakianitis, 1987a, 1988b, 
1992a). For unsteady flows three checks have been published. 
Giles (1988a) published comparisons with the theoretical results 
of a sinusoidal wake acting on a flat-plate compressor cascade, 
and comparisons with measurements and computations per­
formed on a turbine cascade by Hodson (1983, 1985a, 1985b). 
Korakianitis (1987a, 1988b, 1992a) also compared computa­
tional results with the experimental data obtained with laser 
two-focus velocimeter measurements in a rotor cascade op­
erating behind a stator at the DLR (Binder et al., 1987). 

This paper examines the propagation of the same disturb­
ances, of the viscous wake and the potential-flow interaction, 
as a typical rotor cascade moves past one stator pitch by ex­
amining details of the flow fields at six relative positions of 
rotors and stator disturbances. At the same time we match 

Nomenc la ture . 

a 
B 

b 
CL 

D 

d = 

,F = 
j = 

M = 
N = 

R = 

S = 
T, = 

acoustic velocity (Eq. (4)) 
amplitude of potential 
variation (Eq. (6)) 
axial chord 
tangential-lift coefficient 
(Eq. (10)) 
rotor-inlet total sonic ve­
locity (Eq. (11)) 
wake amplitude, fraction 
of VN (Eq. (3)) 
stator-rotor axial gap 
(fraction of brb) 
force (Eq. (11)) 
V 3 ! (Eq. (5)) 
Mach number 
number of blades (Eq. 
(1)) 
Ssb/Srb = stator-to-rotor-
pitch ratio 
pitch of a cascade 
moment (in the z direc­
tion) (Eq. (11)) 

t = 

V = 

W = 

(x, y, z) = 

Ae, e = 

8 = 

f = 

time (nondimensionalized 
by y/Ssb) 
velocity component in the 
x direction 
velocity 
velocity perturbation due 
to potential, fraction of c 
(Eq. (7)) 
velocity component in the 
y direction 
characteristic width of the 
wake, expressed as frac­
tion of Ssb (Eq. (3)) 
Cartesian coordinates (in 
subscripts also) 
flow angle 
angles locating the poten­
tial (Eqs. (7), (8)) 
perturbation operator (on 
u and v) 
parameter for the x decay 
of $ (Eq. (6)) 

$ = 

CO = 

CO = 

Subscripts 
i,o = 

ip = 

iw = 
N = 

P = 
Q = 

rb = 
s = 

sb = 
ss = 

relative total density at ro­
tor inlet 
velocity potential defined 
by Eq. (5) 
rotor passing frequency 
(Eq. (2)) 
reduced frequency param­
eter (Eq. (2)) 

rotor-relative inlet, outlet, 
respectively 
flow property for poten­
tial-flow model 
flow property in the wake 
stator-exit (nozzle, in ab­
solute frame) 
pressure side 
suction (s) or pressure (p) 
side (Eq. (3)) 
rotor blade row 
suction side 
stator blade row 
steady flow 
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observations of details of the flow fields with the shape of the 
forcing function. 

The Rotor-Inlet Boundary 
Results have been obtained by considering the two disturb­

ances from the upstream stator (viscous wake and potential-
flow interaction) as inputs to the computational rotor-inlet 
boundary. The rotor-relative flow is computed; the stator dis­
turbances are modeled and input as inlet distortions moving 
across the computational rotor-inlet boundary.This simplifi­
cation provides accurate computational results only if one is 
extremely careful to specify the correct boundary conditions 
to the problem. Details of the following derivations have been 
published by Korakianitis (1987a, 1992) and Giles (1988b). A 
few important equations have been included here for clarity 
and completeness because they are essential to understanding 
the model of the rotor-inlet boundary, and the following results 
and discussion. 

The axial gap between blade rows in modern engines is 
between 0.2 and 0.5 of the axial chord. Narrower gaps result 
in shorter engines but increase the unsteadiness to which the 
next blade row is subjected. Throughout these investigations 
we have used d = 0.3, nondimensionalized with the rotor axial 
chord brb. 

The velocity disturbance is characterized by the maximum 
amplitude of the velocity defect D, expressed as a fraction of 
the undisturbed velocity, and by the "width" Wof the velocity 
defect (see Eq. (3)). Most velocity wakes observed in experi­
mental data have velocity distributions which resemble Gaus­
sian distributions. The width of the velocity defect is 
characterized by the corresponding characteristic width of the 
Gaussian distribution that would best fit the velocity data. In 
the following this width is expressed as a fraction of the pitch 
of the blade cascade that generates the wake. In most cases 
the pressure side of the velocity wake is narrower than the 
suction side, especially for small axial distances downstream 
of the cascade that generates the wake. The reason for this is 
that the boundary layer of the pressure side is thinner than the 
boundary layer of the suction side. Two "characteristic widths'' 
are used: the suction-side characteristic width, and the pres­
sure-side characteristic width. For the wake model we assumed 
that in the stator frame the flow vectors in the wake are parallel 
to the undisturbed flow (a velocity deficit with no angle var­
iation), that the static pressure is constant across the wake, 
that the total enthalpy is constant across the wake, and that 
the velocity defect is an asymmetric Gaussian distribution. The 
above are modeled by: 

,= Vh 

Uiw.n ' f t 

1 - D • exp 
1 / j>-tan(otN)\ 

1 -D•exp 
1 

S*Wq ) 

y-tan(aN) 
SsbWq 

COS (aw) 

sin (aN) 

(3) 

where q is either 5 (for the suction surface) or p (for the pressure 
surface). The way this wake function varies from one com­
putational rotor passage to the next, and a literature review 
of experimental data on wake amplitudes and widths has been 
published (Korakianitis, 1988a, 1992a). Based on these data 
we chose as a representative wake amplitude Z» = 0.10 of VN, 
and characteristic widths Wp = 0.14 and Ws = 0.16 of the rotor 
pitch Srb for the axial gap c?=0.30. 

The model for the potential-flow disturbance was developed 
by observing the experimentally measured and computed static 
pressure fields of various turbine-blade cascades. These indi­
cate that across the line of the trailing edges of the cascades 
there is a variation of static pressure with maxima at (or very 
near) the trailing edges and minima at (or very near) the middle 
of the passage. The exact location and shape of the pressure 

variation depends on the geometric shape of the passage. The 
pressure variation is nearly sinusoidal and the amplitude of 
the pressure disturbance decays very fast with distance down­
stream. Numerous examples of this static pressure variation 
can be seen in the experimental wake sources (Korakianitis, 
1987a, 1988a, 1992a). For example, measured cascade data 
such as those shown in Fig. 6 of Sieverding et al. (1984), Fig. 
7 of Boletis and Sieverding (1984), Fig. 6 of Sonoda, (1985), 
and Fig. 4 of Yamamoto and Yanagi (1985), show the shape 
and the rapid decay of fhe potential-flow interaction. 

The potential-flow model (in the stator frame) is derived as 
a two-dimensional, linear, isentropic, irrotational perturbation 
to uniform flow (see page 198 of the text by Liepmann and 
Roshko, 1957): 

The velocity potential is defined by: 

9$ 

dx" By = v 

(4) 

(5) 

For subsonic flows of interest to this study one expects that 
the potential-flow interaction is periodic in the y direction and 
that it decays exponentially in the x direction. Thus the general 
solution of Eq. (4) is of the form: 

$(x,y) = B-exp (6) 

where B is the amplitude, £ governs the decay and 2ir/Ssb 

dictates the periodicity of the potential $. Substituting these 
in Eq. 4 we derive solutions of the form: 

8v-- Vip-exp 
2ir ^ •M2 

l-Mi 
(x-x,„D •sin [2ir(e + Ae)] 

(7) 

&u= - tan (aip)8v - V l-M2 

l-Mi 

•exp 
V 2TT V I - A T 

l - M i 
(X — Xj„i) •cos[27r(e + Ae)] 

where Mis given by M = -^JMJ+MJ, the phase e at any location 
is given by 

y-taxi(aip)x 
(8) 

tan (aip) is the direction of propagation of the potential field 
given by 

, , MxMy 
t a n ( ^ ) = -T3#; 

(9) 

and Vip is the maximum perturbation in v at the stator trailing 
edge (rotor-inlet) boundary (a fraction of c). Then the velocity 
perturbations are a function of the axial distance from the 
inlet boundary (x-xini), where xM denotes the axial location 
of the computational rotor-inlet boundary and Ae is a phase-
shifting constant used to ensure that the maximum amplitude 
in the pressure disturbance due to the potential-flow field of 
the stator coincides with the centerlines of the velocity wakes 
at the (xini, y) locations that model the stator trailing edges. 

The amplitude of Vip was chosen by investigating the pressure 
and velocity fluctuations from experimental measurements and 
from published computations across the line joining the trailing 
edges of numerous typical turbine-stator cascades, and across 
other lines a little downstream (5 and 10 percent of the axial 
chord) parallel to the line across the trailing edges. These meas­
urements indicated that across the line of the trailing edges the 
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Table 1 Some information on the sample cascade 
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X 
Fig. 2(a) Surface Mach number and pressure distributions 

-0.25 0.00 0.25 0.50 0.75 1.00 1.25 1.50 

X 

Fig. 2(b) Passage pressure distribution (increment 0.02) 

-0.25 0.00 0.25 0.50 0.75 1.00 1.25 1.50 

X 

Fig. 2(c) Passage Mach number distribution (increment 0.05) 

Fig. 2 Steady-flow performance of the sample rotor cascade with <*,•= 40 
deg; «„= - 6 0 deg; M,=0.334; and M0=0.800 

static pressure fluctuations were typically between 4 and 4.5 
percent of the average pressure. The corresponding values of 
Vip for various values of Krjwerebetween4.52and5.31 percent 
of c. For the results presented below we used F,^ = 0.05 c. The 
following unsteady flow-field figures show that the potential-
flow-interaction model inputs a sinusoidal static-pressure var­
iation at the stator-exit/rotor-inlet computational boundary 
typical of that downstream of turbine cascades of various 
solidities, with a maximum value at the modeled stator trailing 
edge and a minimum value near the middle of the modeled 
line across the stator trailing edges. 

The combined disturbance of the potential-flow and wake 
interactions are input as rotor-inlet distortions at the rotor-
inlet computational boundary. This is done by adding the 
values of the two disturbances at that boundary, and by a 
coordinate transformation to the rotor-relative frame. These 
models include the effects of the stator potential-flow and wake 

inlet flow angle a,-
outlet flow angle ot0 

stagger angle 
loading coefficient CL 
cascade solidity S^jb^ 
inlet. Mach number M,-
outlet Mach number M0 

steady-flow x-force F'x ss 

steady-flow y-force F'v aa 

steady-flow z-moment T'z ag 

high nozzle angle ax 
Vrb for high CCN 
u> for high a^ and R = 2 
low nozzle angle a^ 
Vrb for low a?? 
CJ for low aN and R = 2 

40.00° 
-60.00° 
-32.00° 

0.80 
0.6223 

0.334 
0.800 

0.1140 
0.1361 
0.0869 
74.49° 
0.7026 
13.863 
66.75° 
0.3783 

7.464 

interactions on the rotor, and via the Euler solution in the 
rotor relative frame the effect of the rotor potential-flow field 
propagating upstream from the rotor leading-edge region to 
modify the potential-flow field in the axial gap between stator 
and rotor. They do not include the cross-coupling effect of 
the rotor potential-flow field modifying the (initial) stator po­
tential-flow field. 

Results 
Wilson (1984) shows that a measure of cascade loading is 

the incompressible tangential-lift coefficient, given by: 

CL = 2- cos a„[tan (a,) - tan (a0)] (10) 

For lightly, intermediately, and highly loaded cascades CL 

is approximately 0.8, 1.0, and 1.2, respectively. Results have 
been obtained for numerous rotor cascades of various values 
of CL and inlet and outlet flow angles. For discussion purposes 
we use a lightly loaded cascade designed with continuous-slope-
of-curvature surfaces using the airfoil-design method (Korak-
ianitis; 1987b, 1989). The sample cascade used in this study 
has incompressible tangential-lift coefficient CL = 0.80. Its 
steady-flow performance is shown in Fig. 2. Additional in­
formation about this cascade is shown in Table 1. The relative 
amplitudes of the rotor-inlet flow distortions due to the po­
tential-flow and wake interactions in each case are functions 
of the nozzle angle aN and the corresponding rotor velocity 
Vrb. They can be computed using the information supplied in 
Table 1 to reconstruct the velocity diagram at the rotor-inlet 
boundary. The values for the forces F'XtSS, F'yiSS, and TXiSS in 
Table 1 have been evaluated by running the unsteady-flow 
program with £> = 0.0 and Vip = b.O (the resulting "unsteady" 
performance is identical to the steady-flow performance shown 
in Fig. 2). 

The wake and potential-flow were modeled at the rotor-inlet 
boundary as described above. The forces and moments were 
calculated under these conditions for two nozzle angles (cor­
responding to two identical rotor-relative velocity triangles, 
but different stator velocity triangles). As the rotor moves past 
a series of stator pitches, the forces and moment exhibit a 
periodic pattern. To investigate these patterns, we chose to 
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Fig. 3 Time evolution of the forces and moment over a full stator pitch Fig. 4 Time evolution of the forces and moment over a full stator pitch 
for the high nozzle angle {aN = 74.49 deg) for the low nozzle angle (aN = 66.75 deg) 

study the effects of the wake and potential-flow interactions 
on the sample cascade moving past a stator that has double 
the pitch of the rotor (R = 2). In production engines designers 
would normally try to choose unequal integers for all blade 
rows, and R would not be an integer. This unlikely geometry 
is useful for the purposes of this paper because it provides a 
symmetry that facilitates the discussion (see later figures), be­
cause it is in a range where both types of interaction are of 
comparable magnitude (so that neither one dominates the gen­
eration of the unsteady part of the force (Korakianitis, 1987a, 
1992a, 1992b)), and because it is close to the value of R of 
many turbine stages in production engines. 

The origin (t=y/Ssb = 0.0) of the period of the unsteadiness 
in each case (Figs. 3, 4, 5, 6) corresponds to the y location at 
which a stator velocity wake touches the leading edge of a 
rotor blade (numbered blade 0 in the following figures). The 
end of the period (t=y/Ssb= 1.0) corresponds to the velocity 
wake from the next stator blade touching the leading edge of 
the same rotor blade. In each case we considered the interaction 
of the rotor blade row under three different conditions: (a) 
with the isolated potential-flow interaction (the wake ampli­
tude D was set equal to zero); (b) with the isolated viscous-
wake interaction (the potential amplitude Vip was set equal to 
zero); and (c) with the combined interaction of the viscous-
wake and potential-flow interactions. These studies can only 
be performed on a computer because in experimental or pro­
duction turbine stages both types of interaction are always 
present. 

The dimensional forces per unit length of blade span (such 
as Fx in the x direction) are related to the nondimensional 
forces (JF'X) by: 

w Fx/z 
P Orb (T 

(the moment T'z is taken about the leading edge, and it is divided 
by bfb). 

Figures 3 and 4 show the unsteady part of the forces and 
moment for blade 0 over one stator pitch. To understand how 
these forces vary from the average value, we considered the 
propagation of the unsteady part of the pressure in the pas­
sages. The unsteady pressure at a point is defined as the in­
stantaneous pressure at any time t minus the steady-flow 

pressure at that point. Because R = 2 the flow is repeating every 
other passage, and at t = 0 the next wake impinges at the leading 
edge of blade 2. This means that what occurs between blades 
0 and 1 at t = 0.50 occurs between blades 1 and 2 at time t = 0.00. 
Thus for every figure shown at time t=r, we can also deduce 
the flow at time t = r + 0.50. (This was one of the reasons for 
which we chose R = 2 for discussion.) The unsteady pressure 
contours with increment 0.002 for the high nozzle angle and 
for times ^ = 0.000, [0.167], 0.333, [0.500], 0.667, and [0.833], 
for isolated potential-flow interaction, for the isolated wake 
interaction, and for the combined interaction are shown in 
Fig. 5. The square brackets indicate that one should consider 
the blades with numbers in square brackets in the appropriate 
plot. The corresponding unsteady pressure contours for the 
low nozzle angle are shown in Fig. 6. Entropy contours are 
superimposed to show the location of the velocity wake. The 
rotor is always shown at the same location; as time increases 
the wake and the potential-flow interaction of the stator are 
shown moving at the rotor-inlet boundary toward the negative 
F values. The regions in which the unsteady pressure is positive 
are dotted. In the remaining regions the unsteady pressures 
are negative. Following the dotted or the not-dotted regions 
from their edge inward or outward, one can derive the values 
of the corresponding unsteady pressures anywhere in the flow 
field. In Figs. 5 and 6 the increment of the unsteady pressure 
contours is 1/ 10th of the increment of the steady-flow pressure 
contours shown in Fig. 2. The blades are numbered starting 
from blade 0, which is the blade at the leading edge of which 
the centerline of a wake impinges at time t = 0. 

Discussion 
The shape of Fx, F'y, and T'z in Figs. 3 and 4 indicates that 

the spatially analyzed Fourier harmonics of the unsteady forces 
is dominated by the first harmonic amplitude, and that the 
amplitude of the second harmonic is an order of magnitude 
smaller than the first harmonic for R = 2. These agree with the 
conclusions from our past work. Higher values of wake defect 
D, velocity disturbances due to the potential Vip or stator-to-
rotor-pitch ratio R result in forcing functions with higher am­
plitudes for the second and third harmonics (Korakianitis, 
1987a, 1988a, 1992b). The stator-outlet flow Velocities FNare 
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At times t=0.00 and [t=0.50] At times t=0.33 and [t=0.83] At times t=0.67 and [t=0.17] 

Fig. 5(a) Unsteady pressure contours (increment 0.002) for isolated potential-flow interaction 
2.0-/ 

X X X 
At times t=0.00 and [t=0.50] At times t=0.33 and [t=0.83] At times t=0.67 and [t=0.17] 

Fig. 5(b) Unsteady pressure contours (increment 0.002) for isolated viscous-wake interaction 
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At times t=0.00 and [t=0.50| At times t=0.33 and [t=0.83] At times t=0.67 and [t=0.17] 

Fig. 5(c) Unsteady pressure contours increment 0.002 for the combined interaction 

Fig. 5 Unsteady pressure contours of increment 0.002 showing the propagation of disturbances in cascade 
4060c08 for high nozzle angle. Left, time f = 0 and [f=0.50]. Middle f=0.33 and [f=0.83]. Right, f=0.67 and 
[t = 0.17]. 

in the high subsonic regime in this paper. Higher velocities 
may induce shocks in the passages that will result in forcing 
functions with even higher harmonics (see the flow fields of 
Giles, 1990). 

Potential-Flow Interaction. The explanation of the poten­
tial-flow interaction in this paper extends our previous inter­
pretations, where we considered two limiting cases of rotor 
velocity (first infinitely small Vrb, and second a higher Vrf, 
resulting in just subsonic flow fields) to show that the potential 
interaction originates at the rotor-inlet boundary and it is af­
fected by the rotor velocity. Here we show some additional 
details of the temporal variation of the potential-flow inter­
action. 

The effect of the potential-flow field of the stator on the 
potential-flow field of the rotor can be seen by the distortion 
(existence) of the unsteady pressure lines in Figs. 5(a) and 6(a). 
The effect of the potential-flow field of the rotor on the flow 
can be seen where the wake centerlines are bent near the leading 

edge of the rotors in Figs. 5(b) and 6(b). The initial directions 
of the wake centerlines are shown as dashed lines in Figs. 5(a) 
and 6(a) to indicate the location of the stators. The weaker 
potential flow field of the rotor blades cuts into the stronger 
and stationary potential flow field of the stators. Figures 5(a) 
and 6(a) show the positive unsteady pressure at the trailing 
edges of the stator, the negative unsteady pressure between the 
trailing edges of the stator, and the rapid decay of the potential-
flow interaction downstream of the stator trailing edge. As the 
rotor passage moves it cuts the potential flow field of the stator 
into two regions: one upstream region, still attached to the 
stator; and one downstream region which is now traversing 
with the rotor. The latter propagates downstream superim­
posed on the rotor flow field according to potential-flow theory 
while continuously decaying. This can be seen in Fig. 5(a) 
between blades 0 and 1 (also corresponding to the passage 
between blades 2 and 3). At time t = Q the relative position of 
rotor and stator is such that a positive portion of the potential 
(called PPP) has moved into the rotor passage almost to the 
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X X X 
At times t=0.00 and [t=0.50] At times t=0.33 and [t=0.83] At times t=0.67 and [t=0.17j 

Fig. 6(a) Unsteady pressure contours (increment 0.002) for isolated potential-flow interaction 

At times t=0.00 and [t=0.50] At times t=0.33 and [t=0.83] At times t=0.67 and [t=0.17] 

Fig. 6(6) Unsteady pressure contours (increment 0.002) for isolated viscous-wake interaction 

At times t=0.00 and [t=0.50] At times t=0.33 and [t=0.83] At times t=0.67 and [t=0.17] 

Fig. 6(c) Unsteady pressure contours (increment 0.002) for the combined interaction 

Fig. 6 Unsteady pressure contours of increment 0.002 showing the propagation of disturbances in cascade 
4060c08 for low nozzle angle. Left, time ( = 0 and [( = 0.501 Middle, f=0.33 and [(=0.83]. Right, f=0.67 and 
[f = 0.17]. 

rotor throat. The shape and velocity of the rotor cascade pas­
sage distorts the potential-flow field. A similar negative portion 
of the potential (called NPP) has moved into the next passage 
between blades 1 and 2. At [/ = 0.17] the rotor leading edge 
has cut half of the PPP off, while the rotor-passage portion 
of the PPP has almost been separated from the inflow-bound­
ary portion of the PPP, and part of it has moved into the 
rotor-outflow region. At time t = 0.33 the PPP has moved past 
X=0.5 in the passage and even more of it is in the rotor-
outflow region. At [t = 0.50] it has reached the rotor throat. 
At times t = 0.61 and [r = 0.83] the first PPP is into the rotor 
outflow region and it has merged with the next portion of 
positive potential from the next stator trailing edge. Similar 
observations can be made for the low nozzle angle in Fig. 6(a). 
One can observe a direct correspondence between the space 
and time location of the maxima and minima in the unsteady 
pressure fields in Figs. 5(a) and 6(a), and the increases or 
decreases from the average forces in Figs. 3 and 4, respectively. 

The potential-flow interaction from the stator extends into 
the rotor cascade passages and large portions of it enter the 
cascade when the direction of propagation of the potential is 
aimed near the center of the rotor passage (best illustrated at 
t — 0.67 in Fig. 6a). The potential flow field of the stator is cut 
by the advancing potential flow field of the rotor (best illus­
trated at t = 0.00 in Fig. 6a). After it is cut it moves downstream 
according to Eq. (7) as a potential-flow disturbance super­
imposed in the rotor flow field (best illustrated at all values 
of t in Fig. 5a). 

Wake Interaction. The explanation of the wake interaction 
in this paper extends previous interpretations. Meyer (1958) 
and Lef cort (1965) considered the cutting of wakes by the rotor, 
and Smith (1966) introduced the idea of distinct wake segments 
in the rotor passages. Hodson (1985a) discussed the rotation 
of the cut wake segments and the effects of the lower mo­
mentum fluid in the wake region, and Korakianitis (1987a, 
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X 

Fig. 7 Unsteady flow vectors of magnitude 0.45 superimposed on un­
steady pressure contours of increment 0.002 and on entropy contours 
for the high nozzle angle at f = 0 

1988c, 1992b) used the idea of recirculating flows to show how 
they resulted in "suction" and "impingement" of unsteady-
flow (low-momentum) jets that generate suction and pressure 
regions in the turbine passages. In Korakianitis (1992b) we 
stated tha t " . . . the temporal variation of these instantaneous 
pressure maxima and minima, which act in addition to the 
local pressure in steady flow, generate the unsteady forces on 
the blade . . . " . Here we show and explain some new and 
additional details of the temporal variation of the wake in­
teraction. 

The wake centerlines are shown as superimposed entropy 
contours in Figs. 5(b) and 6(b), respectively. We concentrate 
on a small region of Fig. 5b at time t = 0, for 1.2> F>0.0 . 
The unsteady flow vectors superimposed on entropy contours 
and unsteady pressure contours for that region are shown in 
Fig. 7. The unsteady flow vectors are defined as the instan­
taneous local velocity minus the local steady-flow velocity. The 
entropy contours locate the wake centerlines, and the positive 
and negative values of unsteady pressure can be found by 
comparing Figs. 5(b) and 7. 

The wakes are first bent by the potential flow field of the 
rotor as shown in the region (X, Y) = ( - 0 . 2 , 0.7) in Fig. 7. 
As the leading edge in the rotor stagnation region interacts 
with the lower-momentum fluid in the wake (for example near 
points (X, r ) = (0.0, 0.0) and (X, F)=(0.0, 1.2)), recircu-
lating-flow patterns are established in the stagnation region of 
the leading edge of the rotor as shown in the region 
(X, Y) = (0.0, 1.1) in Fig. 7. These recirculating flow patterns 
are generated as the wake is being cut; once generated they 
result in a counterclockwise rotating unsteady-flow pattern 
downstream of the wake centerline, and a clockwise rotating 
unsteady-flow pattern upstream of the wake centerline. The 
wakes are cut by the passing rotor into individual segments 
that are acting in each passage. After the stator wake is cut 
to produce a segment of a wake in the rotor passage, the two 
ends of the wake segment travel at the local speeds: the portion 
attached to the pressure side moves downstream into the pas­
sage much slower than the portion attached to the suction side, 
because the local flow velocities are higher on the suction side 
of the cascade. At the same time lower momentum fluid moves 
from the wake end near the pressure side to the wake end near 
the suction side. The last two phenomena cause a thinner wake 
on the pressure side, a thicker wake on the suction side, and 

a counterclockwise rotation of the centerline of the wake as it 
moves through the passage. The initial vorticity is conserved; 
before the wake is cut, for example near (X, 10 = ( - 0 . 3 , 0.4) 
and (X, y ) = ( - 0 . 2 , 0.4), there is no unsteady pressure on 
either side of the wake; after the wake is cut, for example near 
(X, Y) = (0A, 1.0) and (X, F) = (0.7, 0.8) there is substantial 
positive unsteady pressure on the upstream side of the wake 
and negative unsteady pressure on the downstream side of the 
wake. These vortices start to form as the leading edge of the 
rotor shears into the downstream side of the wake, generat­
ing the positive unsteady pressures upstream of the wake 
centerline (for example near (X, Y) = (0.05, 0.1) and 
(X, Y)=(0.05, 0.6)) and the negative unsteady pressures 
downstream of the wake centerline (for example near 
(X, Y) = (0.05, 0.7) and (X, F)=(0.05, 1.2)). The two coun-
terrotating vortices that flank the wake centerline must be equal 
and opposite. The two vortex patterns act in opposite direc­
tions. The upstream clockwise-rotating vortical flow pattern 
causes a local increase in pressure, and the downstream coun­
terclockwise-rotating vortical flow pattern causes a local de­
crease in pressure. As the vortices move downstream and out 
of the rotor cascade, the wake is sheared, distorted, and en­
larged, while the amplitude of the unsteady pressure maximum 
or minimum is decreased and its region of influence increased. 
One can observe a direct correspondence between the space 
and time location of the maxima and minima in the unsteady 
pressure fields in Figs. 5(b) and 6(b), and the increases or 
decreases from the average forces in Figs. 3 and 4, respectively. 

The cutting of the wake by the rotor generates two recir­
culating regions of low-momentum fluid, one upstream and 
the other downstream of the wake centerline. The unsteady 
forces from the wake interaction are due to the positive un­
steady pressure (generated in the vortical pattern upstream of 
the wake centerline) and due to the negative unsteady pressure 
(generated in the vortical pattern downstream of the wake 
centerline). 

Figures 5(b) and 6(b) indicate that the wakes from lower 
stator exit angles act for a shorter part of the period (actually 
of a triple period from blade 0 to blade 4 or 5) in the rotor 
cascade. The residence times of the wakes inside the rotor 
cascade are longer for the higher nozzle angles, but there are 
also better opportunities for unsteady pressure maxima (or 
minima) to align themselves at opposite sides of the blades and 
thus reduce the resultant unsteady force. The residence times 
inside the rotor cascade are shorter for the lower nozzle angles, 
but there are fewer opportunities for unsteady pressure maxima 
(or minima) to align themselves at opposite sides of the blades 
because their wakes also spread more in the axial direction of 
the cascade. It is more likely for an unsteady pressure maximum 
on one side to align with a minimum on the other side of the 
blade and maximize the unsteady force. The unsteady forces 
for the isolated wake interaction from lower values of nozzle 
angle are likely to be higher than those from higher values of 
nozzle angle. The forces in Figs. 3 and 4 and the unsteady 
pressure contours in Figs. 5(b) and 6(b) indicate that indeed 
this is the case for the sample cascade. Although many pa­
rameters affect the results (loading also plays an important 
role on the propagation of disturbances), this result is con­
firmed by observing the results from most similar loaded cas­
cades associated with this and our past studies. 

Combined Potential-Flow and Wake Interactions. The 
combination of both interactions is shown in Figs. 5(c) and 
6 (c). It is easier to study the effects of the combined interaction 
by first looking at Figs. 5(a) and 6(a), and at Figs. 5(b) and 
6(b), and then considering Figs. 5(c) and 6(c) . The corre­
sponding unsteady pressure maxima and minima due to the 
combined interaction are easily interpreted as the combined 
(additive) effect of the two interactions described above. The 
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Fig. 8 Unsteady pressure contours of increment 0.002 from the com­
bined interaction for 8 = 1 

magnitude of the unsteadiness of the force is increasing or 
decreasing accordingly at different times in Figs. 3 and 4. In 
general the unsteadiness in F'y is lower for the high nozzle angle 
because of counteraction of the two disturbances (see Figs. 3 
and 5), and higher for the low nozzle angle because of rein­
forcement of the two disturbances (see Figs. 4 and 6). 

The value of R has a significant effect on which type of 
interaction dominates the unsteady flow field. Figure 8 shows 
the unsteady pressure contours and the entropy contours from 
the combined interaction for the same cascade and for a ratio 
R = 1 at t = 0. In this case the potential-flow interaction decays 
very fast downstream so that it hardly affects the flow in the 
rotor cascade. The unsteady pressure contours inside the cas­
cade passage are due to the wake interaction only, and they 
agree with the explanation of the wake interaction discussed 
above. Figure 9 shows the unsteady pressure contours and the 
entropy contours from the combined interaction for the same 
cascade and for a ratio R = 4 at t = 0. In this case the potential 
flow interaction decays very slowly downstream and it dom­
inates the flow in the rotor cascade. The unsteady pressure 
contours due to the wake interaction are visible only above 
blade 0. The region of positive unsteady pressure downstream 
of blade 2 is also due to the potential-flow interaction. 

Conclusions 
The unsteady forces on two-dimensional gas-turbine rotors 

due to potential-flow and viscous-wake interactions from up­
stream blade rows are computed using a compressible, two-
dimensional, inviscid rotor/stator-disturbance interaction pro­
gram. The viscous wake and the potential-flow interactions 
from the upstream stator are modeled as inlet distortions at 
the rotor-inlet boundary. New explanations of the mechanism 
of generation of unsteady forces on turbine blades are offered 
by observing unsteady pressure contours in the rotor passages. 
The results used in this paper to facilitate the discussion have 
been compared with the results from numerous other cascades 
of a variety of loading distributions and geometries. The con­
clusions presented in this paper have been confirmed by all 
cases we have studied to date. 

We conclude the following: 
1 The potential flow field of the rotor cuts into the potential 

flow field of the stator and vice versa. After the potential flow 
disturbance from the stator is cut into a rotor cascade, it 

Fig. 9 Unsteady pressure contours of increment 0.002 from the com­
bined interaction for H = 4 

propagates into the relative flow field of the rotor passage 
as a potential-flow disturbance superimposed on the rotor 
flow field. Due to the relative size of rotor and stator, the un­
steadiness from the potential flow field dominates the rotor 
flow field only at high values of R. 

2 The potential flow field of the rotor near the leading edge 
and the leading edge itself cut into the wake. The cutting action 
generates two counterrotating vortical patterns flanking the 
wake-segment centerline in the passage. The vortical pattern 
upstream of the wake centerline generates an increase in local 
pressure (and forces acting on the sides of the passage). The 
vortical pattern downstream of the wake centerline generates 
a decrease in local pressure (and forces acting on the sides of 
the passage). The wake-segment ends attached to the sides of 
the passage travel at the local flow velocities; the wake-segment 
end near the suction surface moves downstream faster than 
the wake-segment end near the pressure surface; and the cen­
terline of the wake segment rotates counterclockwise as it prop­
agates downstream. Due to the relative size of rotor and stator, 
the unsteadiness from the vortex patterns generated by the 
wake dominate the rotor flow field at low values of R. 

3 The unsteady forces on the blades due to the potential-
flow and wake interactions acting simultaneously are generated 
by the combined (additive) interaction of the two disturbances. 
The unsteady pressure fields due to the combined interaction 
can be explained by considering the influence of each type of 
interaction in different regions of the flow. 

4 For low values of stator-to-rotor-pitch ratio (R » 1) the 
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unsteady forces are dominated by the wake interaction. For 
high values of stator-to-rotor-pitch ratio (R>3) the unsteady 
forces are dominated by the potential-flow interaction. For 
intermediate values of stator-to-rotor-pitch ratio (It = 2) the 
unsteady forces are affected by both wake interaction and 
potential-flow interaction. 
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Effects of Stator Wakes and 
Spanwise Nonuniform Inlet 
Conditions on the Rotor Flow of an 
Axial Turbine Stage 
Detailed measurements have been performed in a subsonic, axial-flow turbine stage 
to investigate the structure of the secondary flow field and the loss generation. The 
data include the static pressure distribution on the rotor blade passage surfaces and 
radial-circumferential measurements of the rotor exit flow field using three-dimen­
sional hot-wire and pneumatic probes. The flow field at the rotor outlet is derived 
from unsteady hot-wire measurements with high temporal and spatial resolution. 
The paper presents the formation of the tip clearance vortex and the passage vortices, 
which are strongly influenced by the spanwise nonuniform stator outlet flow. Taking 
the experimental values for the unsteady flow velocities and turbulence properties, 
the effect of the periodic stator wakes on the rotor flow is discussed. 

Introduction 
The efficiency of modern turbine stages is strongly affected 

by the generation of secondary flows and the development of 
the profile boundary layers. The first models for cascade flows 
were presented by Hawthorne (1955) and Klein (1966) and later 
by Langston et al. (1977) and Marchal and Sieverding (1977). 
The turbulence and loss generation in cascades were investi­
gated in detail by Gregory-Smith et al. (1989) and Zunino et 
al. (1987). Based on these and many other investigations, great 
progress on the development of numerical methods for aero­
dynamic calculations has been made, so that the prediction of 
the steady flow through an isolated blade row is possible with 
impressive accuracy. 

However, the flow in a real turbomachine is unsteady as a 
result of the relative motion of the blade rows. Potential field 
interactions between stationary and rotating airfoils and un­
steadiness due to the cutting of wakes and secondary vortices 
shed from upstream blade rows have a profound effect upon 
the turbine performance. This is amplified by small axial gaps 
in modern turbomachines. The stator-rotor interaction is 
known to affect aerodynamic efficiency, heat transfer, struc­
tural loading, and noise generation of turbine stages. Im­
provements of high-response measurement techniques provided 
means for the experimental investigation of the unsteady rotor 
flow. 

Joslyn et al. (1983) demonstrated that the rotor outlet flow 
at midspan of a turbine changes markedly as the rotor interacts 
periodically with the stator wakes. The three-dimensional flow 
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through a large-scale turbine was measured by Hunter (1982), 
Sharma et al. (1985), and Joslyn and Dring (1992). They de­
tected considerable variations of flow angles, velocity, and 
pressure distribution for different rotor-stator positions. 

Besides the potential interaction, the cutting and transport 
of wakes through a downstream blade row is a major source 
for the unsteadiness. Meyer (1958) presented an early model 
of the wake convection, Fig. 1, representing the wake as a 
negative jet in the downstream blade row. Kerrebrock and 
Mikolajczak (1970) used the model to explain the temperature 
redistribution by compressor rotor wakes passing through a 
stator. The very detailed measurements of Adachi and Mu­
rakami (1979) in a cascade with an upstream wake generator 
confirmed the model further. Additionally, the incoming stator 
wakes have a strong impact on the rotor profile boundary 

W 

w 

Fig. 1 Stator wake as negative jet in the rotor passage (Meyer, 1958) 
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Fig. 2 Turbine design data 
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layers. Hodson (1983) reported a 50 percent increase of the 
profile losses compared to a cascade with steady inflow. This 
is explained by the early transition of the suction side boundary 
layer, which is likely to occur when the turbulent wake impinges 
on the blade surface. Unsteady transition and the oscillation 
of the boundary layer between turbulent and laminar state 
were also found by Evans (1978) for a compressor and by 
Dring et al. (1982) for an axial turbine rotor. Many other 
investigators studied the unsteady wake boundary layer inter­
action with respect to heat transfer, but this is beyond the 
scope of this paper. 

Another effect causing unsteadiness in the rotor is the cutting 
of stator secondary vortices. This was examined by Binder 
(1985), who measured a sudden increase of turbulence energy 
when the rotor intercepted the passage vortices of the upstream 
stator row. By using the laser technique he was able to detect 
the stator wakes by increased turbulence and to show the con­
vection of the wakes through the rotor passage (Binder et al., 
1985a). 

The objective of the present study is to investigate the flow 
in a turbine rotor as it is influenced by an upstream stator, 
including the effects spanwise nonuniform inlet conditions have 
on the rotor secondary flow and periodically unsteady stator 
wakes have on the rotor exit velocity and turbulence distri­
bution. The results are of interest for designers using steady-
state solutions to estimate the significance of the unsteady 
effects. On the other hand, the data can be used for a com­
parison with advanced numerical flow calculations, like the 
three-dimensional Navier-Stokes solvers presented by Dawes 
(1992) and Rao and Delaney (1990), which are capable of 
performing full-stage calculations by coupling the grids of 
stator vanes and moving rotor blades. 

Experimental Facility and Instrumentation 
The experimental work was carried out in a single-stage axial 

turbine with untwisted blades (Fig. 2). In the stator, the Traupel 

profile described by Utz (1972) was used; the rotor consists of 
modified VKI profiles. The application of hot-wire probes 
limited the investigations to subsonic flows. Although some 
results may be specific to this turbine, the data can improve 
the understanding of the more complex flow in modern, mul­
tistage turbines. A cross section of the stage with midspan 
velocity triangles is shown in Fig. 2. 

A turbocompressor set provided a continuous airflow to the 
test rig. The total temperature at turbine inlet was set to 308 
K ± 0.5 by cooling the air at the compressor outlet; the total 
pressure could be adjusted by bypassing part of the compressor 
mass flow. With a shaft speed variation of less than ± 0.2 
percent during the run, the tests could be repeated with a flow 
coefficient variation of less than ± 0.7 percent. The Reynolds 
numbers were constant with an accuracy of ±1.0 percent. 

The flow in the rotor exit plane was surveyed with pneumatic 
five-hole probes and three-or hot-wire probes, with the probes 
mounted in the absolute frame. Close to the endwalls, X-hot-
wire and pneumatic boundary layer probes were used. The 
probes were traversed from hub to tip and circumferentially 
over two blade pitches. In the stator exit plane, only pneumatic 
probes were located 18 and 12 percent axial chord downstream 
of stator and rotor, respectively. The measurement of the static 
pressure distribution on the rotor blades was accomplished 
with a rotating scanivalve. Using 10 pressure taps on the suction 
side and 6 on the pressure side, the distributions were obtained 
at five radial locations. The measurements were corrected to 
take into account centrifugal effects on the column of air in 
the rotating piping, and thus could be repeated with an ac­
curacy of ± 2 percent. In order to obtain the unsteady static 
pressure field at the casing above the rotor, miniature high 
response pressure transducers were mounted at 25 axial lo­
cations in the casing. To improve the accuracy of the meas­
urements, only the unsteady pressure amplitude of the 
transducers was recorded and superimposed on the time-mean 
static pressure measured by steady-state instrumentation. The 
data acquisition and reduction scheme was essentially the same 
as described in the following section for the hot-wire probes. 

bP 
C 
h 
n 
P 
P, 
s 
t 
u 

u' 

= axial chord 
= velocity, absolute frame 
= span 
= shaft speed 
= static pressure 
= total pressure 
= chord 
= pitch 
= circumferential speed 
= random axial velocity fluctua­

tion 

v' 

w 
w' 

Z 
a 

0 

K 
wr 

= random radial velocity fluctua­
tion 

= velocity, relative frame 
= random circumferential velocity 

fluctuation 
= blade number 
= flow angle in circumferential di­

rection, absolute frame 
= flow angle in circumferential di­

rection, relative frame 
= tip clearance 
= reduced frequency 

Subscripts 
r = radial direction 
x = axial direction 
$ = circumferential direction 
0 = stator inlet plane 
1 = rotor inlet plane 
2 = rotor exit plane 

Superscripts 
~ = periodic .value 

= averaged value 
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Fig. 3(d) Flow angle fluctuation in the rotor exit plane over the blade 
passing period 

All experimental data are normalized with respect to the 
International Standard Atmosphere at stator inlet and refer to 
the design operation point of the turbine. 

Real Time Data Acquisition and Reduction 
Since the hot-wire probes are a key feature of this investi­

gation, the calibration and data acquisition are described 
shortly. A more detailed description was presented by Poens-
gen and Gallus (1991). 

The unsteady voltages from the hot-wire bridges were logged 
with a high-speed (up to 10 MHz) multichannel data acquisition 
system. In these experiments, 256 real-time samples were re­
corded over roughly four blade passing periods and averaged 
over 256 revolutions. For each of the 65,000 data points, the 
velocity vector was calculated based on a polynomial least-
square fit method. Input for this were the results from a free-
jet calibration of the probes, where an accuracy in velocity of 
0.5 m/s and in pitch and yaw angle of less than 0.2 deg was 
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Fig. 4 Circumferential mass-averaged flow angle and velocity in the 
stator exit plane 

achieved. Phase-locked averaging (Gostelow, 1977) has been 
used for the data reduction. The results of the velocity meas­
urements, for example, are presented in the form of the en-
sembled mean values, 

?<o=S 
c(i, n) 

N 
(1) 

and the ensembled root mean square of the random fluctua­
tions, 

V c2(i)- s [c(i, n)-cU)f 
N 

(2) 

where N denotes the number of revolutions and / the index 
for the circumferential direction. Using a square wave signal, 
the corner frequency of the hot wires was found to be greater 
than 20 kHz, which is a conservative estimate. At 50 kHz, the 
ratio between signal amplitude and probe response is still greater 
than 0.8, while the blade passing frequency is only 2.4 kHz. 
The recorded real-time signals were filtered by a digital low-
pass Blackman filter to eliminate high-frequency noise. The 
Channon factor, which describes the relation between cut-off 
frequency of the filter process and the sampling frequency, is 
about 0.3. 

During the measurements, the probes having a sensitive cone 
of ± 25 deg yaw and pitch angle were always aligned to the 
mean flow direction. It was found, however, that at some 
measurement stations the pitch angle fluctuation exceeded the 
acceptance cone when a rotor wake passed the probe. 

Therefore, it was necessary to record additional data after 
rotating the probe. Data were only accepted if the ensembled 
mean pitch angle was smaller than 15 deg, thus allowing for 
turbulent fluctuations, and they had to be derived from two 
measurements with different probe orientations. Figure 3 com­
pares the circumferentially averaged flow velocity at rotor out­
let as detected by hot-wire and pneumatic probes. At locations 
(2) and (4), where the pitch angle variation is relatively small, 
good agreement is reached, whereas at locations (1) and (3) 
with a pitch angle variation of more than 40 deg during the 
passing wake, the differences between steady and unsteady 
measurements amount to more than 10 percent. Based on this, 
the authors felt that the hot-wire technique yields reliable re­
sults, confirmed by the good agreement with the five-hole 
probe, and that the steady-state pneumatic probe readings were 
not reliable in regions of large unsteady fluctuations. 

Experimental Results 

Stator Flow. Flow measurements downstream of the stator 
are presented briefly to document the rotor inlet conditions. 
The circumferentially mass-averaged exit velocity measured at 
20 percent of axial chord downstream of the stator, Fig. 4, 
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Fig. 5 Secondary flow field at stator exit 

indicates the higher acceleration at the hub. The reason for 
this is the high exit swirl and the resulting higher static pressure 
at the tip. The overall averaged outlet Mach number Mi is 
0.45. The plot of the exit flow angle, Fig. 4, exhibits a pattern 
familiar in secondary flow studies, with overturning at the 
endwalls and the corresponding underturning at a short dis­
tance away from the endwalls. In spite of the lower acceler­
ation, the overturning is stronger at the tip. This is explained 
by the thicker inlet boundary layer, with an estimated 99 per­
cent thickness of 11.8 and 5.5 percent span at tip and hub, 
respectively. At both end walls, the boundary layers are nat­
urally turbulent. The secondary flow field, Fig. 5, demonstrates 
the circumferential extension of the passage vortices. At the 
tip, the overturning occurs over the whole cross sections, 
whereas at the hub only a smaller passage vortex is observed. 
In the wake area, the imbalance between centrifugal and pres­
sure forces causes inward directed radial components. In the 
total pressure loss contour plot, Fig. 6, significant losses are 
found only in the wake of the profile and in the corner between 
suction side and tip. Two loss cores can be seen at about 15 
and 85 percent span. At these locations, a third vortex at the 
hub and a somewhat distorted flow region at the tip are ob­
served in Fig. 5. Flow visualization at the passage surfaces 
with a Ti20-oil mixture and the results from other authors, 
as for example Gregory-Smith et al. (1988), indicate that, forced 
by the passage vortices, low-momentum fluid from the inlet 
endwall boundary layers is transported toward the suction side 
and accumulated in the loss cores. Again, the higher losses 
and the larger extension of the wake at the tip are due to the 
thicker inlet boundary layer. 

In Fig. 7, the time-averaged rotor inlet flow in the relative 
frame obtained from the absolute values and a vector addition 
of the circumferential speed is presented. The incidence angle 
increases toward the hub because of the higher stator exit 
velocity and the lower circumferential speed. At the radial 
locations of 15 and 85 percent span, a local turning of the inlet 
flow vector of about 10 deg toward the suction side occurs, 
which is caused by stator underturning, Fig. 4. The velocity 
increases nearly linearly from tip to hub, with almost no de­
tectable reduction at the hub, whereas the higher losses at the 
tip lead to a reduced velocity between casing and 90 percent 
span. 

The shaded areas in Fig. 7 mark the velocity and incidence 
fluctuations as the rotor passes the stator wakes. At midspan, 
the incidence is reduced by 8.5 deg and the velocity by 10 
percent. The highest incidence fluctuations occur at about 85 
and 15 percent span. When the rotor blade passes the loss cores 
in the stator wake, the incidence at these locations decreases 
22 deg and 15 deg, respectively. At the tip, the incidence fluc­
tuations are generally high, caused by the large extension of 
the wake. The velocity fluctuations are nearly of the same 
magnitude across the whole span, showing higher fluctuations 
only at the locations of the loss cores. The steady-state meas-
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urements in the stator exit flow could not detect the potential 
flow field interaction. However, the upstream influence of the 
rotor potential field on the steady-state stator flow is only 
weak, as stated by Dring et al. (1982) and Dunn et al. (1990), 
who varied the rotor-stator axial spacing between 10 to 65 
percent of blade pitch. They also found that the fluctuations 
in the rotor were of much larger amplitude than could be 
explained by the stator potential flow field alone and that the 
decay with increased axial gap was similar to the wake decay. 
Therefore, the authors believe, the influence of the stator wakes 
on the rotor flow is considerably stronger than that of the 
potential flow field of the thin trailing part of the stator vanes. 

Rotor Flow. The time-mean static pressure distribution on 
the rotor blades was measured at five radial locations, Fig. 8. 
With increasing loading toward the hub, see Fig. 7, the stag­
nation point moves to the pressure side. From tip to midspan, 
the suction side flow accelerates smoothly up to the throat at 
about 60 percent chord and decelerates toward the trailing 
edge. At lower radii, the high positive incidence angle causes 
a strong acceleration around the leading edge and merely a 
weak deceleration over nearly the whole suction side. At the 
pressure side, the flow is only slightly affected by the spanwise 
varying incidence. The static pressure is nearly constant up to 
40 percent axial chord, followed by an acceleration in the last 
part of the passage. Figure 9 shows the time-mean static pres­
sure distribution at the casing for a certain rotor position. As 
expected for an inlet flow with nearly zero incidence, see Fig. 
7, the stagnation point at design point is located at the leading 
edge. If the direction of the local velocity is assumed to be 
perpendicular to the lines of constant static pressure, Fig. 9 
indicates between the blades an underturning of the flow at 
the casing from pressure to suction side. The effect of the tip 
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Ensemble-averaged static pressure field at the casing above the 

clearance flow is also visible. The crossflow starts at the leading 
edge and seems to emerge at the suction side at about 25 percent 
axial chord. The highest crossflow intensity, indicated by the 
close spacing of the isolines, is noted between 50 and 90 percent 
chord. In this part of the passage, the blade thickness is con­
tinuously reduced while the pressure difference between pres­
sure and suction side is very large. The extension of the tip 
clearance vortex is estimated by connecting the locations of 
lowest static pressures and is shown as a dashed line in Fig. 
9. At the trailing edge, it extends over 20 to 25 percent of the 
passage. 

To identify the effect of the tip clearance flow on the blade 
pressure distribution, the static pressure at the casing was plot­
ted together with the blade pressures at 94.5 percent span in 
Fig. 8. Both distributions agree well at the leading and the 
trailing edge, thus confirming the measurement techniques. 
Starting at about 25 percent axial chord, where the tip clearance 
flow begins to emerge from the gap, the pressures at the suction 
side are considerably increased. The corresponding pressure 
decrease on the pressure side starts at about 50 percent chord, 
where the intensity of the crossflow through the radial gap is 
amplified. This leads to clearly reduced blade forces in the tip 
region. Another interesting fact is that even at the casing down­
stream of the trailing edge the static pressure at the suction 
side is considerably lower than at the pressure side, see Fig. 
9. As is evident in Fig. 10, this causes intense mixing in the 
wake downstream of the rotor. 

At 12 percent axial chord downstream of the rotor, hot-wire 
measurements were carried out. The measurements were re­
corded at 32 radial and 9 circumferential locations. From these 
measurements, a stop-action sequence was computed, which 
can be understood as "photographs" of the rotor exit flow. 
All data presented in this chapter refer to the same position 
relative to the upstream stator, while the rotor blades pass the 
stationary observer. The four rotor positions referenced here 
are equally spaced, i.e., between each position the rotor passes 
20 percent of the stator pitch. 

«tal:;;;;lifeig 

position 1 

Fig. 10 Secondary flow field at rotor exit, stationary frame 

Prior to the effects of stator wakes on the rotor flow, the 
basic flow pattern at rotor exit is discussed. The secondary 
flow field in the stationary frame is depicted in Fig. 10 for a 
specific rotor-stator position. The arrows represent the local 
velocity vectors viewed from the downstream direction. This 
direction is defined by the overall mass-averaged pitch angle 
a and a zero yaw angle. Between 2.7 and 9 percent and 92 and 
98 percent span only two-dimensional hot-wire probes could 
be used. To obtain the radial velocity components in these 
locations, the Euler equations were solved under the assump­
tions of steady-state flow and negligible pressure gradients in 
axial direction. Figure 10 reveals strong crossflow components 
from the pressure side into the wake area, as expected from 
pressure measurements, Fig. 9. In the tip region, the clearance 
causes outward-directed flow at the pressure side and strong 
inward-directed components at the suction side. Stator passage 
vortices persisting throughout the rotor as mentioned by 
Sharma et al. (1985) could not be detected. At the hub, the 
exit swirl is directed against the sense of rotation, due to the 
lower circumferential speed. 

A possible explanation for the wavy flow pattern at the hub 
might be the combination of small measurement errors and 
the simplifications used for the calculation of the radial com­
ponents. However, since the computed flow pattern at the tip 
is very smooth, the hub flow may be influenced by the small 
gap between the rotor and the downstream stationary hub. 
The gap, which is sealed by a labyrinth seal, is located right 
under the measurement plane. 

The secondary flow fields in the relative frame, Fig. 11, 
show two intense passage vortices and a tip clearance vortex. 
At rotor position 1, which corresponds to Fig. 10, the tip 
clearance vortex extends to about 20 percent of the blade-to-
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Fig. 11 Secondary flow field at rotor exit for four different rotor/stator positions, relative frame; areas with increased turbulence shaded 

blade cross section. This is in good agreement with the casing 
static pressures, Fig. 9. The relatively small tip clearance vortex 
with a radial extension of only 10 percent span is due to the 
small radial gap of 0.6 percent span. 

The passage vortex in the tip region is generated by the action 
of the blade-to-blade pressure gradient on the low-momentum 
fluid at the casing as it enters the rotor passage. The over­
turning, also observed in Fig. 9, is further amplified by the 
relative movement of the casing. Close to the suction side, the 
interaction between passage vortex and tip clearance vortex 
leads to strong inward-directed radial components. 

At the hub, the maximum overturning occurs at about 15 
percent span and not, as expected, close to the endwall. A 
similar effect was observed by Binder et al. (1985b) in a tran­
sonic turbine stage and by Hunter (1982) in a large-scale turbine 
test rig, but presented without detailed explanation. Hunter 
found that the hub boundary layer was extremely thin and that 
overturning occurred only in the first part of the rotor passage. 
The measured stator exit flow, Figs. 6 and 7, also shows very 
thin boundary layers at rotor inlet. It is unlikely that these 
thin boundary layers cause such strong crossflow. The sepa­
ration of the passage vortex from the hub is also unlikely, 
since low-momentum fluid tends to migrate toward the hub 
due to the radial pressure gradient. Therefore, it was assumed 
that the distorted rotor inlet flow strongly influences the flow 
through the rotor passage. As already mentioned, in Fig. 7 the 
incidence angle at rotor inlet increases toward the hub with a 
local decrease of about 10 deg at 15 percent span. The cir-
cumferentially mass-averaged outlet flow angle in the relative 
frame, Fig. 12, shows the highest overturning at the same 
location. Without remarkable reduction, the distortions of the 
stator outlet are visible in the rotor outlet flow. The profile 
pressure distributions, Fig. 8, measured at 3.7 and 10.9 percent 
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Fig. 12 Flow angle and velocity in the rotor exit plane, relative frame 

span, remain basically the same; only the blade pressures at 
the leading edge are influenced by the local displacement of 
the stagnation point to the suction side. In spite of the reduced 
incidence angle at 10.9 percent span, the low pressures at the 
leading part of the suction side indicate a strong acceleration 
and increased circumferential velocity components toward the 
suction side. This could be explained by the fact that the profile 
pressure distribution in the three-dimensional flow cannot re­
spond to the local change of incidence as expected from the 
two-dimensional theory. It seems as if the pressures from higher 
and lower radial locations are superimposed on the local un­
loading of the blade, thus causing the observed overturning in 
the hub region at 15 percent span. 

The measured exit velocity distribution in the relative frame 
is shown in Fig. 13. The wake can be clearly distinguished, 
with sharp gradients at the pressure side edge. The favorable 
pressure gradient on the pressure side leads to the development 
of a thin profile boundary layer. On the suction side, the wake 
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Fig. 13 Contour plots of rotor exit velocity, relative frame 

is more extended. At the present stage of the investigation, no 
measurements of the rotor boundary layers were made. Hod-
son and Addison (1989) found that the transition of the profile 
boundary layer in their turbine rotor occurred shortly before 
the peak suction point. This point is located at about 60 percent 
chord at the tip, 40 percent chord at midspan, and close to 
the leading edge at the hub, see Fig. 8. The transitional and 
turbulent nature of the suction side boundary layer accounts 
for the thicker wake at the suction side, which is even more 
extended at the hub than at the tip. The two minima in the 
velocity distribution at about 60 and 40 percent span seem to 
be accumulations of low-energy fluid, which is transported to 
these locations by the passage vortices from higher and lower 
locations, respectively. This leads to a small rotor wake close 
to the endwalls, where the wake is energized by the passage 
vortices. 

As a consequence of the different number of airfoils in stator 
and rotor, the flow field in two adjacent rotor passages is 
slightly different. For the sake of clarity, only the flow of the 
left rotor blade passage in Fig. 11, which corresponds to the 
contour plot of Figs. 13 and 14, is discussed here. The wakes 
are characterized by increased turbulence and velocity defects. 
Figure 14 shows the turbulence intensity measured downstream 
of the rotor. Close to the endwalls, where only two-dimensional 
measurements were carried out, the radial turbulence intensity 
was assumed to be of the same order as two other components. 
This seemed to be justified from the analysis of the three-
dimensional measurements close to the endwalls. 

To explain the flow behavior, the convection of the stator 
wakes through the rotor passage was calculated using a sim­
plified, nonviscous, two-dimensional flow model. The mod­
eling effort concentrated on predicting the path of the stator 
wake centerline as it encounters the blade row and progresses 
through the passage. The data did not allow the accurate pre­
diction of leading and trailing edge propagation rates of the 
stator wakes. The results agreed well with locations of increased 
turbulence in the rotor exit flow. These areas, showing a tur­
bulence level of more than 10 percent outside or 15 percent 

p o s i t i o n 3 , , , _y p o s i t i o n 4 

Fig. 14 Contour plots of turbulence intensity in the rotor exit plane 

inside of the rotor wake, are shaded in Fig. 11. The positions 
of the stator wakes remain nearly unchanged in the stationary 
frame. Because of the higher axial velocity and the negative 
swirl at the hub, the leading edge of the stator wake is detected 
first at the hub (rotor position 3), then at midspan (position 
1), and later in the tip region (position 3). According to a 
reduced frequency of 

n*Zy*bPiB 

o)R = — = 2.06 (3) 
cx 

(n = shaft speed, z = number of stator vanes, cx = axial 
velocity, bp = axial chord of rotor blades), about two stator 
wakes are simultaneously present in each rotor passage. 

The flow at midspan is only little affected by the stator 
wakes. The average free-stream velocity decreases from 115 
m/s to 90 m/s at the rotor wake centerline; the turbulence 
intensity increases from 6 percent to 10 percent. The highest 
turbulence of 12 percent at midspan is detected at rotor position 
1, with a velocity defect of 20 percent in the wake. At positions 
2 and 3, the turbulence in the rotor wake is reduced to 8 percent, 
with a velocity defect of 26 percent. At position 4 the turbulence 
level is low, i.e., 8 percent, and the velocity defect amounts 
to 20 percent. The higher turbulence and the higher velocity 
in the wake are caused by the early transition of the suction 
side boundary layer, which is likely to occur when the stator 
wake impinges on the blade surface (Hodson and Addison, 
1989). At positions 2 and 3, the lower turbulence and higher 
velocity defects in the rotor wake indicate an undisturbed suc­
tion side boundary layer, being laminar over the first part of 
the passage. At position 4, shortly before the leading edge of 
a stator wake is visible, the turbulence intensity is still rather 
low, but the velocity defect in the rotor wakes is already re­
duced. 

The width of the rotor wake is not only affected by the state 
of the profile boundary layer, but mainly by complex secondary 
flow and mixing phenomena. Comparing the flow over the 
whole passage for the 4 rotor positions, the rotor wake can be 
clearly distinguished for all positions by reduced velocity, Fig. 
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13, and increased turbulence, Fig. 14. The highest changes of 
the flow properties were noted at the locations of the passage 
vortices, Fig. 11, between 10-40 percent and 60-90 percent 
span. This agrees with the high losses and incidence fluctua­
tions in the rotor inlet flow at these radii. While the basic flow 
pattern remains the same for all rotor-stator positions, the 
intensity and size of the vortices change significantly. 

In the literature, the stator wake passing through the rotor 
passage is mostly understood as a negative jet, Fig. 1, which 
is induced by the slip velocity between free stream and wake 
fluid at rotor inlet. Hodson (1983) and Adachi and Murakami 
(1979) confirmed the model by measuring the flow in the cross 
section at midspan of an axial turbine and an axial compressor. 
They showed that the negative jet persists within the rotor 
passage, even if it has been chopped by the rotor blades. Within 
the negative jet, the stator wake fluid is transported relative 
to the main flow toward the suction side of the rotor blades. 
The transport is interrupted by the blade surface, with the 
result that turbulent low-energy fluid tends to accumulate at 
the suction side. 

In Fig. 10, the negative jet can be identified by increased 
crossflow components toward the suction side. At rotor po­
sitions 4 and 1 the stator wake is visible in the hub region. The 
crossflow between 10 and 20 percent span is intensified; the 
same effect can be noted in the tip region at positions 3 and 
4. 

With no stator wake visible at the hub, position 2, the in­
tensity of the passage vortex is clearly reduced. At position 3, 
the leading edge of a stator wake intercepts the lower passage 
vortex, which coincides with increased turbulence. A similar 
interception was observed by Hebert and Tiederman (1990) in 
a linear cascade with an upstream wake generator. In the upper 
part of the channel the turbulence level is generally higher than 
at the hub. One explanation for the high turbulence is the high 
losses and incidence fluctuations, which arise as the rotor passes 
the stator wake area. Another explanation was suggested by 
Binder (1985), who found that the cutting of the stator sec­
ondary vortices by the rotor blade was associated with high 
turbulence energy of about the same magnitude as measured 
here. The cutting of the passage vortex occurs shortly after 
the rotor blade has passed the centerline of the stator wake. 
Since intensity and size of the stator passage vortex at the 
casing fairly exceed that of the hub passage vortex, Fig. 5, the 
turbulence in the outer region is considerably higher. It is 
further amplified by the interaction between passage and tip 
clearance vortex. 

Because of the strong radial components, the region with 
the highest turbulence and lowest velocity has a moved toward 
midspan. 

The analysis of the data showed that the tip clearance vortex 
is only slightly affected by the passing stator wakes, which was 
also observed by Sharma et al. (1985). Its size, velocity, and 
turbulence were not significantly different at the various rotor 
positions, although the intensity seemed to be reduced at po­
sitions 3 and 4, when the stator wake was visible in the tip 
region. 

Summary and Concluding Remarks 
The measurements of the unsteady, three-dimensional rotor 

flow field have demonstrated that the development of the rotor 
secondary flow, the rotor wake, and the outlet flow angles are 
mainly influenced by the circumferentially averaged, nonuni­
form stator exit flow. But, as observed by several other in­
vestigators, the periodically unsteady rotor inlet flow caused 
by the upstream stator also influences the rotor flow signifi­
cantly. The present results can be summarized as follows: 

1 The passage vortices in the rotor are strongly influenced 

by the nonuniform stator outlet flow and cause the accumu­
lation of low-energy fluid in the rotor wake close to midspan. 

2 The stator wakes are discernible in the rotor outlet. Data 
of fast-response hot-wire probes traversed circumferentially 
relative to the stator show a variation of the time-averaged 
rotor exit velocity of 5 percent at midspan and more than 9 
percent in the regions of the passage vortices. The time-
averaged outlet flow angle varies between 3 deg at midspan 
and 7 deg in the outer regions. This emphasizes the need to 
traverse probes circumferentially, if the probes are mounted 
at a short axial distance downstream of the rotor, even if only 
steady-state values will be recorded. 

3 The stator wakes act as "negative jets" in the rotor pas­
sages and amplify the crossflow components of the passage 
vortices toward the suction side. 

4 The stator wakes impinging on the rotor blade surface 
have a significant effect on the rotor wake at midspan. The 
early boundary layer transition increases the turbulence inten­
sity in the wake and causes a lower free-stream velocity at the 
edge of the wake, thus leading to higher profile losses. 

5 The highest fluctuations of the velocity, the flow angle, 
and the turbulence intensity are detected in the hub and tip 
region. Here the deep stator wakes and the cutting of stator 
secondary vortices lead to periodically high turbulence levels 
and intensified crossflow components toward the suction side. 

These results suggest that the radial distribution of the flow 
properties has to be included into the design process. Although 
no correlation for a quantitative assessment of the unsteady 
effects has been derived from the data, the results can be very 
useful for estimating the importance of these effects, if a steady-
state design method is applied. 
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Blade Row Interaction in a 
Multistage Low-Pressure Turbine 
The objective of this work was to enhance the understanding of unsteady flow 
phenomena in multistage low-pressure turbines. For this purpose, hot-film probe 
measurements were made downstream of every rotor blade row of a five-stage low-
pressure turbine. Rotor-rotor interaction andstator-rotor interaction were observed 
to have a profound influence on the flow through the low-pressure turbine. Inter­
action of rotors of different turbine stages occurred owing to the influence of the 
wakes shed by one rotor blade row upon the flow through the next downstream 
rotor blade row. This wake-induced rotor-rotor interaction resulted in strongly 
amplitude-modulated periodic and turbulent velocity fluctuations downstream of 
every rotor blade row with the exception of the most upstream one. Significantly 
different wake depths and turbulence levels measured downstream of every rotor 
blade row at different circumferential positions evidenced the effect of the circum-
ferentially nonuniform stator exit flow upon the next downstream rotor blade row. 
Stator-rotor interaction also strongly influenced the overturning and the under-
turning of the rotor wakes, caused by the rotor secondary flows, in the rotor endwall 
regions. Low rotor wake overturning and underturning, i.e., reduced rotor secondary 
flow influence, were observed to correlate well with low rotor wake turbulence levels. 

Introduction 
The unsteady flow in a turbomachine resulting from the 

relative motion of neighboring blade rows causes various in­
teractions between the blade rows that may influence both the 
aerodynamic and the structural behavior as well as the noise 
emission of the rotor blades and the stator vanes of the tur­
bomachine. The potential flow interaction between two blade 
rows moving relative to each other arises because of the cir­
culation about the blades and because of the potential fields, 
other than circulation, about the blades that are due to the 
finite thickness of the blades (Lefcort, 1965). The potential 
flow fields about a blade extend both upstream and down­
stream of the blade, and decay exponentially with a length 
scale of the order of the chord. The wake interaction refers 
to the unsteadiness induced at a blade row by the wakes shed 
by the blades of an upstream blade row and thence convected 
downstream (e.g., Binder etal., 1985). Owing to the slow decay 
of wakes, the wake interaction persists significantly farther 
downstream than the potential flow interaction. In the endwall 
regions, the unsteadiness caused by secondary flows and as­
sociated vortices also contributes to the blade row interactions 
(e.g., Binder et al., 1987; Sharma et al., 1988). In transonic 
turbomachines, further interactions arise from the impinge­
ment of the trailing edge shock wave of one blade row upon 
the immediate downstream blade row (e.g., Guenette et al., 
1989; Doorly and Oldfield, 1985). 

The turbine investigated herein, the low-pressure turbine of 
an aircraft engine, is a multistage, subsonic, moderately high-
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36th International Gas Turbine and Aeroengine Congress and Exposition, Or­
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
March 4,1991. Paper No. 91-GT-283. Associate Technical Editor: L. A. Riekert. 

aspect-ratio turbine. Therefore, with the exceptions of the end-
wall regions, interactions between different blade rows are due 
to wake interaction and possibly also potential flow interac­
tion. Wake-induced transition has been observed to have a 
profound effect upon the boundary layer behavior of blade 
rows operating under conditions typical to those found in low-
pressure turbines (e.g., Schroder, 1989; Hodson and Addison, 
1989). It is thus of great importance to assess correctly the 
perturbations to which a blade row is subjected owing to on­
coming wakes. In this investigation unsteady velocity meas­
urements were made using hot-film probes at two 
circumferential positions, referred to as Position A and Po­
sition B, downstream of every rotor blade row of the low-
pressure turbine. The measurements were carried out at design 
pressure ratio and corrected speeds at Re numbers of 120,000 
(corresponding to high altitude cruise), 170,000 (corresponding 
to cruise), and 220,000, with the rig Re number based on the 
chord length and on the exit flow conditions of the first-stage 
stator vane. The distance in the circumferential direction be­
tween any of the two measurement positions downstream of 
a rotor blade row equalled a multiple plus one half of the 
spacing of the immediate upstream stator vanes. Hence, the 
analysis of the measurements permits the assessment of the 
influence of the nonuniform stator exit flow on the flow through 
the immediate downstream rotor blade row and also permits 
the assessment of the effects on the flow through the turbine 
that are due to interaction of different rotor blade rows. By 
regarding turbulence levels and wake depths downstream of 
the individual rotor blade rows, the hot-film probe measure­
ments also help evaluate the performance of the individual 
rotor blade rows and help detect operating conditions for which 
flow separation occurs. 
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measuring planes for hot-film probe measurements 

1 2 3 4 5 

surface mounted hot film gauges ^ ~ $ » - ^ l 6 . 

Fig, 1 Five-stage low-pressure turbine 

measuring plane 2 

Fig. 2 Location of the measuring plane downstream of Rotor 2 

Test Facility and Instrumentation 
The experiment was carried out in the five-stage low-pressure 

turbine shown in Fig. 1, installed in the high-altitude test fa­
cility at Stuttgart University. Unsteady velocity measurements 
were made by radially traversing hot-film probes at two cir­
cumferential positions downstream of all five turbine rotors, 
Figs. 1 and 2. Downstream of Rotors 1-4 the distances in 
relative flow direction between the respective hot-film probes 
and the respective rotor blade trailing edges were slightly less 
than one chord, Table 1. Owing to mechanical design con­
straints, the measurements downstream of Rotor 5 had to be 
made at a significantly larger distance away from the rotor 
blade trailing edge. Thus, the fluctuations measured down­
stream of Rotor 5 could not be compared to those measured 
downstream of the other four rotors and will therefore not be 
discussed in this paper. 

DANTEC 55 R03 hot-film probes were used for this inves-

c = 
c = 

c ' = 

Table 1 Location of measurement positions 

Measuring Plane 

1 

2 

3 

4 

5 

Distance between Hot-Film 

Probe and Rotor Blade Trailing 

Edge (in relative flow direction 

at midspan) 

0.85 chord 

0.88 chord 

0.73 chord 

0.63 chord 

4.37 chord 

tigation. The probes were arranged so that they were sensitive 
to the axial and circumferential velocity components of the 
flow, Fig. 2. Hence, the magnitude of the component of the 
velocity vector in the plane spanned by vectors in the circum­
ferential and in the axial direction was measured in this in­
vestigation. The probes were connected to a TSI Model 1050 
anemometer operating in constant-temperature mode. The 
probe signals were linearized prior to recording. (For a detailed 
description of the data recording and the data reduction pro­
cedure, see Schroder, 1989.) 

The setting parameters of the linearizer, i.e., the coefficients 
for the polynomial used for linearizing, were determined in a 
calibration procedure at constant density. Since the density in 
a turbine decreases in flow direction from one rotor to the 
next, using identical coefficients for linearizing signals of hot-
film probes in a multistage turbine may result in measurement 
errors. In this investigation only fluctuating signals normalized 
by the time mean signal are presented. Data from a hot-wire 
calibration made at different densities were used to estimate 
the magnitude of the measurement error on the thus normalized 
fluctuating signals. It was found that the amplitudes of the 
fluctuations were underestimated for low densities when the 
linearization was carried out with the linearization coefficients 
determined at significantly higher densities. Under the as­
sumption that the density dependence of the calibration is 
similar for hot wires and for hot films, the amplitudes of the 
fluctuations presented in this investigation are thus underes­
timated by up to 20 percent, with the largest error occurring 
for the lowest density observed in the experiment, i.e., down­
stream of the last turbine stage for the lowest rig Re number. 
Although a measurement error of this size would not be ac­
ceptable if a quantitative analysis of the flow through the 

Nomenclature 

absolute flow velocity 
ensemble-averaged periodic 
fluctuations of the absolute 
velocity 
ensemble-averaged turbulent 
fluctuations (ensemble-aver­
aged root-mean-square of 
the random fluctuations) of 
the absolute velocity 

c = time-averaged absolute ve-
locity 

c' = time average of the ensem­
ble-averaged turbulent fluc­
tuations of the absolute 
velocity 

c, = magnitude of the rth Four­
ier coefficient 

/• = blade passing frequency of 
the rth rotor 

PS = pressure side 
Re = Reynolds number 
SS = suction side 

TR, TB = rotor revolution, rotor 
blade passing period 

z = axial direction (axis of rota­
tion) 

6 = circumferential direction 
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Fig. 3 Time-averaged turbulent fluctuations downstream of Rotors 1-4 (Re = 120,000, 170,000, and 220,000, Positions A and B) 

turbine was attempted, the quality of the measurements was 
considered sufficient for the purpose of this investigation, 
namely, to enhance the understanding of unsteady flow phe­
nomena in multistage turbines, in particular of the effects of 
rotor-rotor interaction and of stator-rotor interaction on the 
flow through the turbine. 

Data Reduction 
Owing to the superposition of periodic and random fluc­

tuations, a direct analysis of the linearized hot-film probe 
signals would have been extremely difficult to perform. To 
separate the periodic and random fluctuations in the signals, 
the unsteady data were ensemble averaged. The ensemble-av­
eraged periodic fluctuations and the ensemble-averaged root-
mean-square of the random fluctuations, in the following re­
ferred to as the ensemble-averaged turbulent fluctuations, were 
obtained by: 

5O=T;!>*•><'> a n d ^ ( ^ J ^ Z T I X ^ - ^ 
1 

N-l 

where Nis the number of averaging periods, k denotes the fcth 
averaging period, and j denotes the y'th data point in any of 
the N averaging periods. As averaging period two rotor rev­
olutions were chosen. About 1600 data points were taken per 
rotor revolution. A total of 500 averaging periods were found 
to be sufficient for the ensemble-averaging process. The time-
averaged velocity and the time average of the ensemble-av­
eraged turbulent fluctuations were obtained by integration of 
the ensemble-averaged periodic and the ensemble-averaged tur­
bulent fluctuations, 

T, 

1 f7* 
F c(t)dt 

R J 0 

and 
1R->0 

c' (t)dt 

The ensemble-averaged periodic, and the time-averaged and 
the ensemble-averaged turbulent fluctuations at the different 
radial positions downstream of the rotors are presented nor­
malized by the time-averaged velocities at the respective radial 
position. 

Discussion of Results 

Time-Averaged Turbulent Fluctuations. To provide an in­
itial overview of the flow through the turbine, the time-av­
eraged turbulent fluctuations at the two measurement positions 
downstream of every rotor are presented in Fig. 3 for the three 
Re numbers investigated. Some important information about 
the flow can be gleaned from these data. 

The largest turbulent fluctuations occur in the endwall re­
gions. These large turbulent fluctuations, which are ascribed 
to the rotor secondary flows, extend from the tip significantly 
farther into the blade channel than from the hub. This is due 
to the radial pressure gradient, which tends to elongate the tip 
passage vortex toward midspan, and tends to squeeze the hub 
passage vortex onto the hub. Downstream of Rotor 1, espe­
cially at Position A in the midspan and in the tip region, a 
significant decrease of the turbulent fluctuations occurs with 
increasing Re number, in particular with the increase from 
120,000 to 170,000. This strong drop of the turbulent fluc­
tuations with increasing Re number downstream of Rotor 1 
suggests laminar separation on either the first-stage stator or 
the first-stage rotor at a Re number of 120,000. Downstream 
of Rotors 2-4 no significant Re number dependence of the 
turbulent fluctuations occurs. The slight increase of the tur­
bulent fluctuations with increasing Re number, observed in 
particular in the endwall regions, is of the same order of mag­
nitude as the measurement error incurred by the constant-
density calibration of the hot-film probes. Therefore, the tur­
bulent fluctuations downstream of Rotors 2-4 are considered 
Re number independent. 

• Comparing these results to those of an earlier investigation 
reported by Binder et al. (1989) in which results of hot-film 
probe measurements made at one circumferential position 
downstream of Rotors 2, 4, and 5 were reported, good agree­
ment was found for the time-averaged turbulent fluctuations 
downstream of Rotor 2 over the entire Re number range and 
for the time-averaged turbulent fluctuations downstream of 
Rotor 4 for the lowest Re number investigated, Re= 120,000. 
In the earlier investigation, however, a strong decrease of the 
turbulent (and also of the periodic) fluctuations was observed 
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Fig. 4 Ensemble-averaged periodic fluctuations at midspan downstream of Rotors 1-4 (Re = 170,000, Positions A and B) 
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Fig. 5 Ensemble-averaged turbulent fluctuations at midspan downstream of Rotors 1-4 (Re = 170,000, Positions A and B) 

downstream of Rotor 4 when the Re number was increased 
from 120,000 to 170,000. To find an explanation for this sig­
nificantly different Re number behavior downstream of Rotor 
4, the steady wall pressure measurements downstream and 
upstream of Rotor 4 as well as the steady surface pressure 
measurements on Stators 4 and 5 were scrutinized, but no 
significant Re number dependence was found for any of these 
measurements. It was thus concluded that the strong decrease 
of the turbulent fluctuations with increasing Re number ob­
served in the earlier investigation was most likely due to a 
measurement error. 

Ensemble-Averaged Periodic and Turbulent Fluctua­
tions. The ensemble-averaged periodic and turbulent fluc­
tuations at midspan downstream of Rotors 1-4 are shown in 
Figs. 4 and 5 for the two circumferential positions and a rig 
Re number of 170,000. The length of the abscissa corresponds 
to slightly more than one rotor revolution. In the traces of the 
periodic fluctuations, the downward pointing peaks identify 
the rotor wakes characterized by a velocity deficit compared 
to the velocity in the rotor core flows that are identified by 
the upward pointing peaks. In the traces of the turbulent fluc­
tuations, however, the upward pointing peaks denote the rotor 
wakes characterized by increased turbulent fluctuations com­
pared to the rotor core flows that are identified by the down­
ward pointing peaks. It can be seen that significant differences 
in the amplitude of both the periodic fluctuations, i.e., the 
velocity deficits in the wakes, and the turbulent fluctuations 
occur between the two circumferential positions downstream 
of every rotor. These differences are most striking downstream 
of the first-stage rotor where the velocity deficit in the wake 

is about 10 percent of the mean velocity at Position A and 
about 22 percent of the mean velocity at Position B. Corre­
spondingly, the turbulent fluctuations are significantly larger 
at Position B than at Position A. These differences clearly 
show the influence of the first-stage stator exit flow on the 
flow through the first-stage rotor. 

Significantly amplitude-modulated periodic and turbulent 
fluctuations are a salient feature of the flow downstream of 
Rotor 2 and, albeit to a lesser extent, also downstream of 
Rotors 3 and 4. The amplitude modulation of the periodic and 
the turbulent fluctuations comes about because of the influence 
the wakes that are shed by the rotor blade row immediately 
upstream of the one investigated exert on the flow through the 
next downstream rotor blade row (Binder et al., 1989). The 
mechanism of this wake-induced, downstream rotor-rotor in­
teraction will be described in detail later in this paper. That 
the amplitude-modulated fluctuations are indeed the result of 
a downstream rotor-rotor interaction can easily be inferred 
by comparing the number of nodes and antinodes occurring 
over one rotor revolution to the difference in the blade count 
between a particular rotor blade row and the rotor blade row 
immediately upstream of it. The differences in the blade count 
for Rotor 1/Rotor 2, Rotor 2/Rotor 3, and Rotor 3/Rotor 4 
are 2, 12, and 2, respectively. Correspondingly, downstream 
of Rotors 2, 3, and 4 the number of nodes and antinodes 
occurring over one rotor revolution are 2, 12, and 2, respec­
tively, as can be seen from Fig. 4. The two trough-two peak 
undulation over one rotor revolution of the turbulent fluc­
tuations downstream of Rotor 3 at Position A reveals the 
influence of the Rotor 1-Rotor 2 interaction on the flow through 
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Fig. 7 Contour plot of the ensemble·averaged periodic fluctuations downstream of Rotor 1 (Re = 220,000, Positions
A and B)

Rotor 3. This influence is, however, only noticed in the tur­
bulent fluctuations and not in the periodic fluctuations.

Significant upstream interaction, i.e., a strong influence of
a rotor blade row on the flow through an upstream rotor blade
row, is not observed. Only downstream of Rotor 2 at Position
B can a weak influence of a downstream rotor blade row,
Rotor 3, be detected in the wake measurements. This is to say

that superimposed on the dominating 2 node-antinode struc­
ture a weak 12 node-antinode structure can be identified in
the periodic fluctuations downstream of Rotor 2. Recalling
that the difference in the blade count between Rotor 2 and
Rotor 3 is 12, this weak 12 node-antinode structure in the
periodic fluctuations downstream o( Rotor 2 shows the up­
stream influence of Rotor 3 on the flow through Rotor 2.
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Fig. 8 Ensemble-averaged periodic and turbulent fluctuations at mid-
span downstream of Rotor 1 (Re = 220,000, Positions A and B) 

Compared to the downstream influence of Rotor 1 on the flow 
through Rotor 2, this upstream influence of Rotor 3 is small. 
Hence, in this turbine wake-induced interaction is the dominant 
interaction mechanism between rotor blade rows. 

The differences in the velocity deficit in the wakes down­
stream of Rotor 2 because of this rotor wake interaction, 8 
percent of the mean velocity in the nodes and 20 percent of 
the mean velocity in the antinodes, however, are comparable 
to the differences in the velocity deficit in the wakes down­
stream of Rotor 1 because of stator-rotor interaction. Both 
effects, stator-rotor and rotor-rotor interaction, are therefore 
of comparable significance for the flow through this turbine. 

Although significant differences in wake depth were ob­
served as a result of stator-rotor and rotor-rotor interaction, 
blade row separation owing to stator-rotor or rotor-rotor in­
teraction cannot be inferred from the velocity deficit in the 
rotor wakes. For in order to apply the velocity deficit in the 
rotor wakes as a criterion for rotor blade separation, the ve­
locity deficit has to be considered in the relative frame of 
reference rather than the absolute frame of reference in which 
the measurements were made and for which the measurements 
are presented. Since no flow angle measurements were made, 
an exact transformation from the absolute frame to the relative 
frame was not possible. Consequently, simplifying assump­
tions on the flow angle had to be made to calculate approxi­
mately the velocity deficit in the relative frame. The calculation 
showed that for this particular turbine, a wake velocity deficit 
at midspan of 20 percent in the absolute frame translates to 
a velocity deficit of about 10-12 percent in the relative frame 
normalized by the mean velocities in the absolute and in the 
relative frame, respectively. However, a velocity deficit of about 
10-12 percent measured in the wakes of a blade row at a 
distance of approximately 0.7 chord downstream of the blade 
trailing edge in the flow direction is by itself not sufficiently 
large to permit the inference of flow separation. (Compare, 
e.g., Fig. 9, which presents the velocity contours downstream 
of Stator 1 measured in a cascade test. The velocity deficit in 
the stator wakes at midspan is about 10 percent. Flow visu­
alization showed the occurrence of a laminar separation bubble 
and subsequent flow reattachment.) Notwithstanding, the tem­
poral nonuniformity of the rotor exit flow that is due to rotor-
rotor interaction significantly influences the boundary layer 
transition on the immediate downstream stator, as results of 
surface hot-film gage measurements on the stator vanes of this 
turbine showed (Schroder, 1990). 

Stator-Rotor Interaction (Measurements Downstream of 
Rotor 1). Contour plots of the ensemble-averaged periodic 
and turbulent fluctuations downstream of Rotor 1 are pre­
sented in Figs. 6 and 7 for a Re number of 220,000. (The radial 
positions at which the measurements were made are indicated 
by the short lines at the right boundary of the contour plots.) 

Turning first to the contour plots of the turbulent fluctuations, 
Fig. 6, it can be seen that in the midspan region the turbulent 
fluctuations in the rotor wakes as well as in the rotor core 
flows are higher at Position B than at Position A; see also Fig. 
8 for the turbulent and the periodic fluctuations downstream 
of Rotor 1 at 50 percent span. 

The phase difference between the minimum of the periodic 
fluctuations and the maximum of the turbulent fluctuations 
that are presented in Fig. 8 comes about because the meas­
urements were made in and are presented for the absolute frame 
of reference. Note that while the maximum of the turbulent 
fluctuations within a rotor blade passing period is independent 
of the frame of reference, the minimum of the periodic fluc­
tuations depends on the frame of reference. Assuming that in 
the relative frame of reference the maximum of the turbulent 
fluctuations occurs when the minimum in the periodic fluc­
tuations is attained, i.e., when the velocity deficit in the rotor 
wakes is largest, the transformation from the relative frame 
to the absolute frame, for this particular turbine, will result 
in a phase shift of the minimum of the periodic fluctuations 
so that the maximum of the turbulent fluctuations is found 
on the pressure side flank of the rotor wake. 

The level of the turbulent fluctuations in the core flow down­
stream of a blade row reflects for the most part the level of 
the turbulent fluctuations in the flow upstream of the blade 
row. For this reason the measurements in the midspan region 
at Position A were inferred to have been made in the Stator 
1 core flow, i.e., with the Stator 1 core flow impinging upon 
the Rotor 1 blades, and the measurements in the midspan 
region at Position B were inferred to have been made in the 
Stator 1 wake flow, i.e., with the Stator 1 wake flow impinging 
upon the Rotor 1 blades. At both circumferential positions, 
the turbulent fluctuations increase strongly toward the tip with, 
as in the midspan region, significantly higher turbulent fluc­
tuations occurring at Position B. The turbulent fluctuations 
also increase toward the hub, but the high fluctuations near 
the hub do not extend as far into the blade channel as those 
near the tip. In contrast to the midspan and the tip region, the 
higher turbulent fluctuations near the hub occur at Position 
A and not at Position B. This suggests that the Stator 1 wake 
flow is inclined against the radial direction so that the meas­
urements obtained downstream of Rotor 1 at Position A near 
the hub were made in the Stator 1 wake flow and those in the 
midspan and in the tip region were made in the Stator 1 core 
flow, whereas the measurements obtained at Position B near 
the hub were made in the Stator 1 core flow and those in the 
midspan and in the tip region were made in the Stator 1 wake 
flow. 

That the Stator 1 wake is indeed inclined against the radial 
direction can be seen from the velocity contours measured 
downstream of Stator 1 in a cascade test, Fig. 9. The positions 
of the radial traverses downstream of Rotor 1 relative to the 
Stator 1 exit flow as inferred from the analysis of the contour 
plots of the ensemble-averaged turbulent fluctuations are in­
dicated by a dashed line, Position A, and by a straight line, 
Position B. (The lines are half a Stator 1 spacing apart, of 
course.) 

The effects of the nonuniform Rotor 1 inflow are also evident 
in the contour plots of the ensemble-averaged periodic fluc­
tuations, Fig. 7. The dashed lines in Fig. 7 indicate the times 
at which fluid particles leaving the rotor blade trailing edge at 
the same instant of time should arrive at the hot-film probe 
if both flow angle and flow velocity corresponded to their 
respective design values. 

Turning first to the flow at midspan (see also Fig. 8), sig­
nificantly different wake shapes and wake velocity deficits are 
observed at Positions A and B. At Position A (with the Stator 
1 core flow impinging upon the Rotor 1 blades) the velocity 
deficit in the rotor wakes was found to be approximately 10 
percent of the mean velocity, and the rotor wakes had not 
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Fig. 9 Velocity contours downstream of Stator 1 measured in a cascade 
test (Re = 180,000) 
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Fig. 10 Schematic illustration of the Rotor 2 inflow conditions 

coalesced at the measurement position. At Position B (with 
the Stator 1 wake flow impinging upon the Rotor 1 blades), 
however, the velocity deficit in the rotor wakes was signifi­
cantly larger than at Position A, approximately 22 percent of 
the mean velocity. Also in contrast to Position A, the rotor 
wakes had coalesced. This shows clearly that both significant 
temporal and spatial nonuniformities exist downstream of a 
turbine stage. 

The most salient differences between the two circumferential 
positions, however, occur in the endwall regions. Regarding 
first the measurements in the hub region at Position A, it can 

be seen that in the region from 40 percent span to 20 percent 
span the rotor wakes arrive at earlier times at the hot-film 
probe as the measurements are made closer to the hub, whereas 
in the region from 20 percent span to 5 percent span the rotor 
wakes arrive at later times at the hot-film probe as the meas­
urements are made closer to the hub. Therefore, at 20 percent 
span, the rotor wakes arrive earlier at the measurement probe 
than at any other span wise location. Thus, the wake traces in 
the radial direction, i.e., the locations of the minimum velocity 
in the rotor blade passing periods at different radial positions, 
form into single zigzags with a sharp turn at 20 percent span. 
These wake traces indicate flow underturning at 20 percent 
span (early arrival of the wake flow at the measurement probe 
owing to a decrease in the flow angle, measured against the 
axis of rotation) and overturning close to the hub at 5 percent 
span (late arrival of the wake flow at the measurement position 
owing to an increase in the flow angle). This pattern of over­
turning and underturning reveals the presence of a strong hub 
passage vortex (that tends to overturn the fluid close to the 
hub and to underturn the fluid at some spanwise position, 
depending upon the strength of the vortex, away from the 
hub). At the other circumferential position, Position B, only 
weak underturning of the rotor wakes, closer to the hub than 
at Position A, is observed. This suggests a significantly stronger 
hub channel vortex at Position A than at Position B. The 
turbulent fluctuations in the hub region are significantly higher 
at Position A than at Position B, so that regions of high 
turbulent fluctuations correlate well with regions of strong 
rotor wake distortion, i.e., strong overturning and underturn­
ing of the rotor wakes due to the hub passage vortex. 

In the tip region, the wake traces in the radial direction form 
an almost straight line at Position A, but form into zigzags at 
Position B. This zigzag pattern of the rotor wakes observed 
at Position B is, as already pointed out, indicative of wake 
distortion due to rotor secondary flow. The wake traces ob­
served at the two circumferential positions therefore reveal 
strong secondary flow influence at Position B and only weak 
secondary flow influence at Position A. This notion is enforced 
by the occurrence of lumps of high turbulent fluctuations in 
the tip region at Position B that are indicative of the high 
turbulent fluctuations associated with strong secondary flows. 
In contrast, no such lumps of high turbulent fluctuations occur 
in the tip region at Position A. Thus, at the tip, the stronger 
secondary flow influence occurs at Position B. At the hub, 
however, the stronger secondary flow influence occurs at Po­
sition A. This reflects the influence of the inclined Stator 1 
wake (note that the analysis of the contour plots of the tur­
bulent fluctuations measured downstream of Rotor 1 in con­
junction with the results of velocity measurements downstream 
of Stator 1 showed that the measurements downstream of 
Rotor 1 at Position A were made in the Stator 1 wake flow 
near the hub and in the Stator 1 core flow near the tip, whereas 
the measurements at Position B were made in the Stator 1 core 
flow near the hub and in the Stator 1 wake flow near the tip). 
Reduced secondary flow influence in turbines caused by stator-
rotor interaction has also been reported by Sharma et al. (1988) 
and Hebert and Tiederman (1990). 

Rotor-Rotor Interaction (Measurements Downstream of 
Rotor 2). In the discussion of the measurements made at 
midspan downstream of Rotors 1-4, it was pointed out that 
amplitude-modulated periodic and turbulent fluctuations ow­
ing to wake-induced, downstream rotor-rotor interaction were 
a salient feature of the flow downstream of Rotor 2 and, albeit 
to a lesser extent, also downstream of Rotors 3 and 4. To 
describe qualitatively the mechanism of wake-induced rotor-
rotor interaction, a schematic illustration of the Rotor 2 inflow 
conditions is presented in Fig. 10 (Binder et al., 1989). The 
wakes shed by the Rotor 1 blades are cut and distorted by the 
Stator 2 vanes and thereby formed into wake segments that 
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Fig. 11 Magnitudes of the Fourier coefficients of the ensemble-aver­
aged periodic fluctuations at Rotor 2 blade passing frequency, twice 
Rotor 2 blade passing frequency, Rotor 1 blade passing frequency, and 
Rotor 1-Rotor 2 difference blade passing frequency (Re = 170,000, Po­
sitions A and B) 

are convected downstream with the Stator 2 flow. The thick, 
broken lines indicate the Stator 2 wakes, and therefore the 
flow direction in the absolute frame of reference. Regarded 
from the relative frame of reference, the Rotor 1 wake segments 
are arranged in wake avenues marked in Fig. 10 by lines and 
circles. Owing to the different blade counts of Rotors 1 and 
2, the Rotor 1 wake segments following these wake avenues 
will enter subsequent Rotor 2 blade channels at different po­
sitions relative to the Rotor 2 leading edge. The hot-film probe 
measurements made in the stationary frame downstream of 
Rotor 2 are therefore indicative of the sensitivity to the cir­
cumferential position of entry of the Rotor 1 wake segments 
into the Rotor 2 blade channel. 

The rotor-rotor interaction occurs across the entire span. 
To illustrate this, the magnitudes of the Fourier coefficients 
of the ensemble-averaged periodic fluctuations downstream of 
Rotor 2 are presented in Fig. 11 for four blade passing fre­
quencies; namely, the Rotor 2 blade passing frequency, twice 
the Rotor 2 blade passing frequency, the Rotor 1 blade passing 
frequency, and the Rotor 1-Rotor 2 difference blade passing 
frequency. It can be seen that for both circumferential positions 
across the entire span, but in particular from hub to midspan, 
the coefficients at the Rotor 1 blade passing frequency are 
second in magnitude only to the coefficients at the Rotor 2 
blade passing frequency. Measured in terms of relative influ­
ence, i.e., comparing the magnitudes of the coefficients at the 
Rotor 1 blade passing frequency to the magnitudes of the 
coefficients at the Rotor 2 blade passing frequency, the effect 
of the Rotor 1 exit flow onto the Rotor 2 flow is stronger at 
Position B than at Position A. The strongest influence is noted 
at Position B and 30 percent span where the magnitude of the 
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Fig. 12 Ensemble-averaged periodic and turbulent fluctuations down­
stream of Rotor 2 at Position B and 30 percent span (Re = 170,000) 

coefficient at the Rotor 1 blade passing frequency attains 60 
percent of the magnitude of the coefficient at the Rotor 2 blade 
passing frequency. It can furthermore be seen that the mag­
nitude of the coefficients at the Rotor 1-Rotor 2 difference 
frequency is smaller at most spanwise locations than the mag­
nitude of the coefficients at the Rotor 1 blade passing fre­
quency. 

The different influence of the Rotor 1 flow onto the Rotor 
2 flow is the result of the Stator 2-Rotor 2 interaction, for the 
two measurement positions downstream of Rotor 2 were se­
lected such that their distance in circumferential direction 
equaled a multiple of the Stator 1 spacing and a multiple and 
one half of the Stator 2 spacing. Therefore, any difference 
observed in the measurements made downstream of Rotor 2 
is solely the result of Stator 2-Rotor 2 interaction. 

For a more detailed discussion of the phenomena associated 
with rotor-rotor interaction, the ensemble-averaged periodic 
and turbulent fluctuations at Position B and 30 percent span, 
i.e., the location of strongest interaction, are presented in Fig. 
12. Regarding first the periodic fluctuations, it can be seen 
that the velocity deficit in the Rotor 2 wakes varies from 5 to 
25 percent of the mean velocity. It can furthermore be seen 
that the trace of the periodic fluctuations is almost symmetric 
about the instant of time at which the periodic fluctuations 
are smallest. This is to say that the periodic fluctuations in­
crease in the first half of the interaction cycle in almost the 
same manner as they decrease in the second half of the inter­
action.cycle. The interaction cycle denotes the period of time 
a stationary observer sees elapse between recurring identical 
positions of the Rotor 1 blades to the Rotor 2 blades and is 
defined to start at the instant of time when the smallest periodic 
fluctuations occur. Note that since the difference in blade 
number between the two rotor blade rows is two, a stationary 
observer will watch identical positions of the Rotor 1 blades 
to the Rotor 2 blades twice per rotor revolution; therefore, for 
Rotor 1 and Rotor 2 the interaction cycle is half as long as 
the time required for one rotor revolution. Turning next to 
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Fig. 13 Contour plot of the ensemble·averaged turbulent fluctuations downstream of Rotor 2 at Position B

the turbulent fluctuations, a peculiarity is observed around the
instant of time with the smallest periodic fluctuation: A second
peak per rotor blade passing period appears in the turbulent
fluctuations, in addition to the one peak that identifies the
increased turbulence levels of the Rotor 2 wake. This second
peak is most pronounced in the sense of being equal in mag­
nitude to the peak associated with the Rotor 2 wake when the
periodic fluctuations are smallest. It can be discerned in the
turbulent fluctuations for about 16 blade passing periods (of
one interaction cycle) from approximately 4 blade passing pe­
riods prior to the occurrence of the smallest periodic fluctua­
tions to approximately 12 blade passing periods thereafter.

The unfolding of this second peak is best illustrated by
regarding a contour plot of the turbulent fluctuations down­
stream of Rotor 2, Fig. 13. Presented are the turbulent fluc­
tuations corresponding to the first 25 blade passing periods of
the traces of the periodic and turbulent fluctuations shown in
Fig. 12. Note that a stationary observer downstream of a tur­
bine blade row will see the rotor exit flow in the following
order: suction side flank of the rotor wake, rotor wake, pres­
sure side flank of the rotor wake, and finally the rotor core
flow. Furthermore it has to be kept in mind that for a stationary
observer the circumferential position of entry of the Rotor 1
wake segments into the Rotor 2 blade channel will shift
cyclically from the pressure side of the blade leading edge to
the center of the blade channel, then to the suction side of the
blade leading edge, and finally back to the pressure side of the
blade leading edge (cf. Fig. 10). The contour plot shows clearly
the large turbulent fluctuations in the endwall regions that are
ascribed to the rotor secondary flows. Turning the attention
to the region extending from 20 to 60 percent span (where the
secondary flow influence was presumed small) a "normal"
rotor exit flow structure, i.e., high turbulence levels during the
rotor blade passing period identifying the rotor wake and low
turbulence levels identifying the rotor core flow, is observed
for the first three rotor blade passing periods. During blade
passing periods 4-6 ramification of rotor wake fluid happens
at midspan. Next, the point of ramification moves gradually

Journal of Turbomachinery

closer to the hub. At midspan, the branch of highly turbulent
fluid (compared to the core flow turbulence level) moves away
from the pressure side flank of the Rotor 2 wake, rotor blade
passing periods 7-9. This gradual moving away from the pres­
sure side flank of the Rotor 2 wake strongly suggests that this
branch of highly turbulent fluid identifies the Rotor 1 wake
segments. This is to say that as the position of entry of the
Rotor 1 wake segment into the Rotor 2 blade channel shifts
from the pressure side of the blade leading edge to the center
of the blade channel, the fluid of rather high turbulent fluc­
tuations associated with the Rotor 1 wake segments separates
from the Rotor 2 wakes, and is found in the blade channel
center between two rotor blades. Another few blade passing
periods later, blade passing periods 10 to 18, the branch of
highly turbulent fluid, i.e., the Rotor 1wake fluid, in the center
of the Rotor 2 blade passage has completely separated from
the pressure side flank of the Rotor 2 wake. It has also moved
closer to the suction side flank of the Rotor 2 wake. At this
instant of time, a double-peak structure occurs in the traces
of the turbulent fluctuations from 30 percent span to 50 percent
span, as was exemplarily shown for 30 percent span. During
the next few blade passing periods, the lump of turbulent fluid
in the center of the blade passage gradually merges into the
suction side flank of the Rotor 2 wake, and the double-peak
structure in the trace of the turbulent fluctuations diminishes.

The contour plot of the turbulent fluctuations clearly shows
that blade passing periods exist with Rotor 1 wake segments
not having merged into Rotor 2 wakes. Therefore, the second
peak in the turbulent fluctuations has to be ascribed to Rotor
1 wake segments that are convected through the Rotor 2 blade
channel without merging into the Rotor 2 wakes. This analysis
of the contour plot of the turbulent fluctuations downstream
of Rotor 2, in conjunction with the corresponding traces of
the turbulent and the periodic fluctuations, elucidates that the
downstream rotor-rotor interaction is indeed a wake-induced
interaction.

Returning to the analysis of the turbulent fluctuations at 30
percent span, Fig. 12, it can be seen that the trace of the
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turbulent fluctuations, in contrast to the trace of the periodic 
fluctuations, is not symmetric about any point of time. In the 
first half of the interaction cycle, the turbulence levels in the 
Rotor 2 wakes increase gradually from their lowest value at­
tained when the periodic fluctuations are smallest to their high­
est value attained when the periodic fluctuations are largest. 
The core flow turbulence levels during this first half of the 
interaction cycle, however, first decrease gradually before in­
creasing markedly. For the second half of the interaction cycle, 
the turbulence levels in the Rotor 2 core flows first continue 
to increase and then remain almost constant. Hence, the tur­
bulence levels in the Rotor 2 core flows are higher in the second 
half of the interaction cycle than in the first half of the inter­
action cycle. The turbulence levels in the Rotor 2 wakes during 
the second half of the interaction cycle gradually decrease from 
their maximum level to their minimum level attained at the 
end of the cycle. 

In interpreting the data, it is important to assess correctly 
the circumferential position at which the Rotor 1 wake seg­
ments that can be discerned in the turbulent fluctuations down­
stream of Rotor 2 enter the Rotor 2 blade channel. Since these 
wake segments had clearly not merged with the Rotor 2 wakes, 
they were inferred to have entered the Rotor 2 blade channel 
somewhere near the center. Thus, the measurements during 
the first half of the interaction cycle indicate the response of 
the Rotor 2 boundary layers to the Rotor 1 wake segments as 
the position of entry of these wake segments shifts from the 
center of the Rotor 2 blade passage to the Rotor 2 leading 
edge, whereas the measurements during the second half of the 
interaction cycle indicate the response of the Rotor 2 boundary 
layers to the Rotor 1 wake segments as the position of entry 
of these wake segments shifts from the Rotor 2 leading edge 
to the center of the blade channel. Therefore, during the first 
half of the interaction cycle, the blade suction side boundary 
layer will be affected by the Rotor 1 wake segments, whereas 
during the second half of the interaction cycle the blade pres­
sure side boundary layer will be affected by the Rotor 1 wake 
segments. This may explain the greater variations of the tur­
bulent fluctuations observed during the first half of the inter­
action cycle, for wake-induced transition has been observed 
significantly to affect the suction side boundary layer of blade 
rows operating in the Re number regime typical for low-pres­
sure turbines (Schroder, 1990; Hodson and Addison, 1989). 
However, this analysis does not help fathom why a strong 
sensitivity to the position of impingement of the Rotor 1 wake 
segments upon Rotor 2, similar to the one observed in the 
turbulent fluctuations, is not observed in the periodic fluc­
tuations. 

Conclusion 
Hot-film probe measurements were made downstream of 

every rotor blade row of a five-stage low-pressure turbine to 
investigate unsteady flow phenomena in multistage low-pres­
sure turbines. Rotor-rotor interaction and stator-rotor inter­
action were observed to have a profound influence on the flow 
through the turbine. Interaction of rotors of different turbine 
stages occurred owing to the influence the wakes shed by one 
rotor blade row exerted on the flow through the next down­
stream rotor blade row. This wake-induced rotor-rotor inter­
action resulted in strongly amplitude-modulated periodic and 

turbulent velocity fluctuations downstream of every rotor blade 
row with the exception of the most upstream one. Significantly 
different wake depths and turbulence levels measured down­
stream of every rotor blade row at circumferential positions a 
multiple plus one half of the spacing of the immediate upstream 
stator blade row apart evidenced the effect of the circumfer-
entially nonuniform stator exit flow upon the next downstream 
rotor blade row. The variation in time of the velocity deficit 
in the wakes downstream of Rotor 2 owing to rotor-rotor 
interaction during one rotor revolution was found to be com­
parable to the variation in space of the velocity deficits in the 
wakes downstream of Rotor 1 owing to stator-rotor interac­
tion. Therefore, stator-rotor and rotor-rotor interaction were 
observed to be of comparable significance to the flow through 
this multistage turbine. Stator-rotor interaction also strongly 
influenced the overturning and the underturning of the rotor 
wakes, caused by the rotor secondary flows, in the rotor end-
wall regions. Low rotor wake overturning and underturning, 
i.e., reduced rotor secondary flow influence, were observed to 
correlate well with low rotor wake turbulence levels. 
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Wind Tunnel Wall Effects in a 
Linear Oscillating Cascade 
Experiments in a linear oscillating cascade reveal that the wind tunnel walls enclosing 
the airfoils have, in some cases, a detrimental effect on the oscillating cascade 
aerodynamics. In a subsonic flow field, biconvex airfoils are driven simultaneously 
in harmonic, torsion-mode oscillations for a range of interblade phase angle values. 
It is found that the cascade dynamic periodicity—the airfoil-to-airfoil variation in 
unsteady surface pressure—is good for some values of interblade phase angle but 
poor for others. Correlation of the unsteady pressure data with oscillating flat plate 
cascade predictions is generally good for conditions where the periodicity is good 
and poor where the periodicity is poor. Calculations based upon linearized unsteady 
aerodynamic theory indicate that pressure waves reflected from the wind tunnel 
walls are responsible for the cases where there is poor periodicity and poor correlation 
with the predictions. 

Introduction 
Oscillating cascade experiments play an important role in 

the development of advanced cascade unsteady aerodynamic 
analyses, providing data used both to evaluate existing analyses 
and to provide direction for future modeling efforts. 

Both linear and annular cascades have been used to inves­
tigate the aerodynamics of airfoils driven in controlled, har­
monic, fixed interblade phase angle traveling-wave mode 
oscillations. Certain advantages and disadvantages are asso­
ciated with these two types of facilities. In particular, a highly 
two-dimensional flow field may be obtained in a linear cascade 
while, in an annular cascade, undesirable three-dimensional 
effects may be problematic. However, while the annular cas­
cade appears to be inherently dynamically periodic, i.e., the 
temporal fluctuations in the flow field vary from passage to 
passage according to the interblade phase angle, periodicity is 
less certain in the linear cascade due to the finite extent of the 
cascade and the boundaries introduced by the wind tunnel 
walls. The potential for wall interference is indicated by a 
number of papers devoted to the effects of wind tunnel walls 
on a single oscillating airfoil, for example, Jones (1943) and 
Runyan et al. (1955). 

Carta (1983) was the first researcher to investigate the dy­
namic periodicity of a linear oscillating cascade. His cascade 
consisted of 11 NACA 65-series airfoils staggered at 30 deg 
with 1.33 solidity. Airfoil surface unsteady pressures were 
measured at reduced frequency values ranging from 0.14 to 
0.30 over a wide range of interblade phase angles with a low 
subsonic inlet Mach number, M = 0.18. Good dynamic peri­
odicity was generally found except for in-phase oscillations, 
where circumferential gradients in the phase of the unsteady 
pressure coefficient were found. Carta attributed this to an 
acoustic resonance condition in the cascade. 

Contributed by the International Gas Turbine Institute and presented at the 
36th International Gas Turbine and Aeroengine Congress and Exposition, Or­
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
February 20, 1991. Paper No. 91-GT-133. Associate Technical Editor: L. A. 
Riekert. 

In the present study, the steady and unsteady aerodynamics 
of an oscillating, linear cascade are investigated in a low-so­
lidity configuration. The cascade solidity, 0.65, was chosen to 
be representative of an advanced propeller model, which flut­
tered during wind tunnel performance tests (Mehmed et al., 
1982). For an inlet Mach number of 0.55, the torsion mode 
biconvex airfoil oscillating cascade aerodynamics are quanti­
fied for reduced frequencies as high as 0.64 and a range of 
interblade phase angles. To help determine the validity of the 
data, an investigation is made into the steady state and dynamic 
periodicity of the cascade. Then the unsteady airfoil surface 
pressure data are correlated with the predictions of the line­
arized subsonic oscillating cascade analysis of Smith (1972). 
Insight into the effect of the wind tunnel walls on the cascade 
unsteady aerodynamics is gained from the theoretical acoustic 
wave generation properties of an oscillating cascade. 

Oscillating Cascade Facility 
The NASA Lewis Transonic Oscillating Cascade, Fig. 1, 

combines a linear cascade wind tunnel capable of inlet flow 
approaching Mach one with a high-speed airfoil drive system 

SIDEWALL 
PRESSURE TAPS7 

BLEED 
,lFLOW 

TAILBOARDS-TAILBOARD 
SLOT 

AIRFOILS 

Fig. 1 Oscillating cascade facility 
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AIRFOIL 2 
Table 1 Airfoil and cascade geometry 

AIRFOIL 

Airfoil 

Type biconvex, no camber 
Surface radius of curvature 27.4 cm 
Leading and trailing edge radii of curvature 0.025 cm 
Chord, C 7.62 cm 
Maximum thickness / chord 0.076 
Elastic axis midchord 
Dynamic pressure transducer locations, % chord . 12,25,40,60,75,88 

Cascade 

Number of airfoils 
Airfoil spacing, S 
Solidity, C/S 

Stagger angle, y 
Mean flow incidence angle, a 0 

Amplitude of oscillation, a 

4 
11.72 cm 
0.65 
45 degrees 

2 degrees 

1.2 degrees 

Fig. 2 Cascade geometry 

figured for oscillations at a chosen interblade phase angle by 
fixing the cams at the required relative positions on the shaft. 
A reduced frequency of 0.64 is achieved at 0.55 inlet Mach 
number with an oscillation frequency of 250 Hz. 

that imparts torsion-mode oscillations to the cascaded airfoils 
at specified interblade phase angles and realistic high reduced 
frequency values. 

Air drawn from the atmosphere passes through a smooth 
contraction inlet section into a constant area rectangular test 
section of 9.78 cm span, which measures 58.6 cm along the 
stagger line. Upstream of the test section, suction is applied 
through perforated walls to reduce the boundary layer thick­
ness. Tailboards are used to adjust the cascade exit region 
static pressure and also form bleed scoops, which further re­
duce upper and lower wall boundary layer effects. Downstream 
of the test section, the air is expanded through a diffuser into 
an exhaust header. The exhaust system, part of a central air 
facility at Lewis, maintains a 30 kPa pressure downstream of 
the flow control valves. The cascade inlet and the airfoil angles 
may be adjusted over a wide range of incidence and stagger 
angle combinations. 

The facility features a high-speed mechanism that drives 
the four airfoils in controlled torsional oscillations. Four stain­
less steel barrel cams, each having a six-cycle sinusoidal groove 
machined into its periphery, are mounted on a common ro­
tating shaft driven by a 74.6 kW electric motor. A cam follower 
assembly, consisting of a titanium alloy connecting arm with 
a stainless steel button on one end, is joined on the other end 
to an airfoil trunnion. The button fits into the cam groove, 
thus coupling the airfoil to the camshaft. Lubrication of the 
cam/follower assembly is provided by an oil bath. The am­
plitude of the torsional airfoil motion is 1.2 deg as dictated 
by the cam and follower geometry. The drive system is con-

Airfoils and Instrumentation 
Figure 2 illustrates the airfoil and cascade geometry, which 

is summarized in Table 1. Four uncambered, 7.6 percent thick 
biconvex airfoils are used to create a low-solidity (C/S = 0.65) 
cascade. The stagger angle is 45 deg. and the airfoils oscillate 
about the midchord. 

Airfoils instrumented with static pressure taps are used to 
measure the airfoil surface steady pressure distributions. There 
are 16 chordwise measurement locations, with a higher density 
in the leading edge region used to capture the higher gradients 
there. Rows of sidewall static pressure taps located upstream 
and downstream of the cascaded airfoils are used to determine 
the mean inlet and exit pressures. 

Flush-mounted high-frequency-response miniature pressure 
transducers are used to measure the unsteady surface pressures 
on the oscillating airfoils. Two airfoils are instrumented, each 
having six transducers mounted symmetrically about the mid-
chord on one airfoil surface. These transducers, having active 
sensor diameters of 1.3 percent of the airfoil chord, are epoxied 
into milled slots and potted in room-temperature-vulcanizing 
rubber for isolation from airfoil strain. A thin coating of 
rubber is also used to fair the transducer surface into the airfoil 
contour. 

From static and dynamic calibrations, the pressure trans­
ducers were found to be highly linear in response over the 
frequency and pressure ranges of interest. However, the pres­
sure transducers may produce undesirable signals as a con­
sequence of the airfoil motion. This effect was quantified by 
oscillating the instrumented airfoils under no-flow conditions. 

Nomenclature 

C = airfoil chord 
C,„ = unsteady aerodynamic 

moment coefficient 

{x*ea-x*)AC„(x*)dx* 

unsteady pressure coefficient 

Cn 

C 

e 
k 

steady pressure coefficient = 
(Pm-Po)/(PmVl) 
unsteady pressure influence 
coefficient for the nth airfoil 
unit vector 
reduced frequency = wC/Vin 

Min = cascade inlet Mach number 
N = limit of summation 

pin = mean inlet static pressure 
Pj = y'th harmonic of airfoil surface 

static pressure 
S = airfoil spacing 

Vin = inlet velocity 
x = airfoil chordwise coordinate 

x* = nondimensional airfoil chord-
wise coordinate = x/C 

x*m = nondimensional elastic axis lo­
cation = 1/2 

Uj = y'th harmonic of incidence an­
gle 

0 = 

ACP = 

5CP = 

8cj) = 

Pin = 
LO = 

interblade phase angle (posi­
tive when airfoil n + 1 leads 
airfoil n) 
stagger angle 
unsteady pressure difference 
coefficient 
dynamic periodicity magnitude 
difference 
dynamic periodicity phase dif­
ference 
inlet density 
airfoil oscillation frequency 
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The response of each transducer was found to be a linear 
function of the airfoil acceleration, implying that the acoustic 
response, which varies with the airfoil velocity magnitude, is 
dominated by the acceleration response. Thus calibration data 
were obtained to correct the oscillating airfoil pressure data 
for acceleration effects. 

The time-variant position of the reference oscillating airfoil 
is determined by a capacitance-type proximity sensor, which 
produces a voltage proportional to the air gap between it and 
an adjacent object. This sensor is positioned to face a six-cycle 
sinusoidally shaped cam mounted on the airfoil drive camshaft 
so as to be in phase with the reference airfoil motion. 

Data Acquisition and Analysis 
Conventional instrumentation is used to quantify the steady 

flow field. An average of the upstream sidewall static pressures 
along with the atmospheric pressure (total) are used to calculate 
the inlet Mach number. Steady flow airfoil surface static pres­
sures are calculated from an average of approximately 100 
samples. The steady pressure coefficient is defined in Eq. (1): 

C»(*)=-
-PoW 

(1) 

pin is the mean inlet static pressure, p0 is the time-averaged 
airfoil surface static pressure at the chordwise coordinate x, 
and pin and Vin are the inlet values of density and velocity. 

Unsteady signals are recorded on magnetic tape for postex-
periment processing. During tape playback, the signals are 
simultaneously digitized at rates sufficient to capture at least 
three harmonics of the oscillation frequency, with 32,768 sam­
ples taken per channel. Each channel of data is divided into 
contiguous blocks, each block typically with 2048 samples, and 
then Fourier decomposed to determine the first harmonic of 
each block of data. The first harmonic pressure of each block 
is referenced to the airfoil motion by subtracting from it the 
phase of the first harmonic motion signal of the same block. 
Once all of the blocks from a channel are decomposed in this 
manner, the first harmonic block results are averaged and the 
complex-valued acceleration response is subtracted vectorally. 
Statistical analysis of the block results is used to estimate un­
certainties for the average first harmonic values. 

In these experiments, the motion of the «th airfoil is defined 
by the change in the incidence angle with time: 

a n ( / ) = a o + ai(R{ei("'+"'3)} (2) 

where aQ is the mean incidence angle, c^ is the torsional os­
cillation amplitude, co is the frequency, /? is the interblade phase 
angle, and (R denotes the real part. 

The complex-valued unsteady pressure coefficient is defined 
as 

Cp(x) = 
Pi(x) 

Pin VmCl\ 
(3) 

P\ is the first harmonic airfoil surface static pressure. The 
dynamic pressure difference coefficient is the difference be­
tween the lower and upper surface unsteady pressure coeffi­
cients: 

ACn -*pl~ (4) 

Linearized Analysis 

The experimental dynamic pressure difference coefficient 
data are correlated with the predictions of a computer program 
published by Whitehead (1987), which is based on the analysis 
of Smith (1972). This is a semi-analytical technique for deter­
mining the unsteady forces on an infinite cascade of flat plate 
airfoils subject to harmonic disturbances in an inviscid, is-
entropic, subsonic, unsteady flow. The analysis assumes that 
the airfoils are at zero mean incidence and the unsteadiness 

creates small disturbances to a uniform mean flow, resulting 
in a linear system of equations with constant coefficients. Ad­
ditional analytical results, which will be used in the results 
section, are derived below. 

Wave Generation by an Oscillating Cascade. The linear­
ized conservation equations for mass and momentum may be 
expressed as 

da da „ da n 
• T i + A - 7 + B - s = 0 

dt 3£ drj 

where q is the matrix of perturbation variables 

(5) 

(6) 

and the coefficient matrices A and B are constant, depending 
on the uniform mean flow. 

"o Podo 0 \ 

A = | 1/po "o 0 (7) 

0 0 uol 

v0 0 p0Oo\ 

B = | 0 v0 0 

ll/po 0 v0 

(8) 

w0 and v0 are the £ and rj components of the mean flow velocity, 
p0 is the mean density, and «o is the mean speed of sound. 

For an infinite cascade of equally spaced airfoils oscillating 
harmonically at a fixed interblade phase angle, the dependent 
variables depend harmonically on the spatial position and time. 
Thus the perturbations are expressed as 

77. | » ' ( « ' + '4 + ""l) = Q-e '(«'+'f + ""l) (9) 

where / and m are the axial and circumferential wavenumbers 
and the quantities with overbars are complex. Substituting 
these perturbation expressions into Eq. (5) and differentiating 
results in 

(o)I + /A + wB)q = 0 (10) 

where I is the identity matrix. 
Equation (10) may be rearranged in the form of an eigenvalue 

problem, Eq. (11), with the axial wavenumber / being the 
eigenvalue. 

(-A-1(coI + /nB)-/I)q = 0 (11) 

The eigenvalues are 

- (w + mv0) 
/=-

«o 
and 

. Uo(w+v0m)±a0-\/(o3 + v0m)2- (al-ul)m2 

i — •> •> 

d-f2 

(12) 

(13) 
3o-«o 

As shown by Smith, the first eigenvalue, Eq. (12), corre­
sponds to convection of vorticity by the mean flow with no 
associated pressure fluctuations. This solution is of no further 
interest for this application. However, the eigenvalues of Eq. 
(13), corresponding to irrotational pressure perturbations, are 
of interest. 

The tangential wave number must satisfy cascade dynamic 
periodicity according to the interblade phase angle /3. Hence 

mS = l3 + 2irr (14) 

where S is the cascade spacing and r is an integer specifying 
the mode of the wave. 
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The nature of the acoustic waves produced by the cascade 
depends upon the term under the radical in Eq. (13). Let 5 be 
that term: 

5 = (w + v0m)2- (a$,-Uo)m2 
(15) 

When 5 = 0, the acoustic resonance condition, only one wave 
is created, which propagates in the circumferential direction. 
The resonant values of the interblade phase angle are deter­
mined by solving Eq. (15), with 5 = 0, for m, then using Eq. 
(14) to determine /3 for r = 0. The result is: 

&?-
2kMS 

C(l _MAMsm(.a0 + y)±sJ\ -M2cos1 (a0 + y)). (16) 

When 5>0, both values of / as specified by Eq. (13) are 
real; thus there are two acoustic waves that propagate undi­
minished, one going upstream and the other downstream. This 
behavior is termed superresonant when the mean flow field is 
subsonic. 

The final case is 5<0 , the subsonic cascade subresonant 
condition, /is now complex, and may be expressed as /= lR + il' 
with the real and imaginary parts determined from Eq. (13) 
to be 

R = u0(ui + v0m) 

<&- ul 
and 

/' ±a0-iVUco + v0my {al- ul)m2\ 

«3- ul 
In this case, the pressure perturbation is of the form 

Pi = 
-n pUut+i/Jf + il^i + rmi) - fie 

= D e-
l'te

i<-"l + lRt + mrl) 

(17) 

(18) 

(19) 

Thus the wave decays exponentially with £, depending upon 
the imaginary part of /: 

l A ( * ) l -I /^I 

\pi\ 
(20) 

where, from Eq. (19), \pi I is equal to Ipi (£ = 0) I. The absolute 
value of the exponent disallows the nonphysical case of an 
amplifying wave. 

The axial and tangential wave numbers specify the acoustic 
wave propagation direction relative to £ ' , 17' coordinates, which 
are parallel to the fixed £, r\ coordinate system but moving 
with the mean flow velocity (Whitehead, 1987). Relative to the 
£ ' , v' coordinates, the waves propagate at an angle 

= tan~ (21) 

with the speed of sound. The wave propagation vector Vp in 
the £, r; coordinate system is therefore the sum of the steady 
flow velocity vector and the wave propagation vector relative 
to the moving coordinate system, 

Vp= (Mo + a'ocos0')e{+ (yo + aosin0')e,. (22) 

It follows that the direction of propagation 6 in the £, rj co­
ordinate system is 

v o + a0 sin 6' \ 
(23) = tan 

Wo + «o cos 6' 

Influence Coefficient Technique. In this analysis, the su­
perposition principle is valid since the system of governing 
small disturbance equations is linear. The unsteady pressure 
difference coefficient on a reference airfoil (airfoil 0) for fixed 
values of the inlet Mach number, reduced frequency, and cas­
cade geometry may be expressed as the sum of the effects of 
the oscillations of the reference airfoil itself and the other 
airfoils in the cascade, Eq. (24). 

ACp(x,l3)= J] AC"p(x)e in/3 (24) 

where the complex-valued influence coefficient AC"P expresses 
the influence that the oscillations of airfoil n have on the 
pressure difference coefficient of the reference airfoil. N= oo 
for an infinite cascade. 

By inversion of Eq. (24), an expression for the influence 
coefficients is 

AfiJ(Jf) _j_r 
_ 2 T T J _ , 

AC Ax, fre-'^dP (25) 

Unsteady aerodynamic influence coefficients may thus be 
determined from oscillating cascade analyses by integrating 
the analytical predictions over the complete interblade phase 
angle interval. Using these influence coefficients for a finite 
value of N in Eq. (24) then enables analytical results for a 
finite number of airfoils oscillating in an infinite cascade to 
be determined. 

Results 
The effect of wind tunnel walls on the aerodynamics of a 

low-solidity linear oscillating cascade is investigated using ex­
perimental and analytical techniques. For a mean inlet Mach 
number of 0.55 and 2 deg mean incidence, the airfoil surface 
steady pressure coefficient distributions are presented first, 
followed by dynamic periodicity data and correlation of the 
unsteady pressure difference coefficient data with linearized 
analysis predictions. Linearized analysis is then used to ascer­
tain the effects of the wind tunnel walls on the cascade unsteady 
aerodynamics. 

Steady-State Aerodynamics. For a linear cascade to be a 
valid simulation of a turbomachine blade row, the cascade 
must exhibit good passage-to-passage periodicity for the steady 
flow field. Thus airfoil surface steady pressure distributions 
are obtained for multiple passages in the low solidity cascade. 
In Fig. 3, steady pressure coefficient data are presented for 
the center cascade passage and the two adjacent passages. Good 
cascade periodicity is apparent, with the only significant dif­
ferences found at the leading edge of the airfoil upper surface. 

The upper surface pressure coefficient distribution peaks 
near the leading edge and the pressure difference tends toward 
zero near the trailing edge. There is negligible loading beyond 
50 percent of chord. Using the method of Kline and McClintock 
(1953), a 95 percent confidence interval of ±0.003 is estimated 
for these pressure coefficients. The mean exit region static 
pressure divided by the inlet total pressure was 0.8251. 

Unsteady Aerodynamics. Figure 4 illustrates typical sub-

in 
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Fig. 3 Airfoil surface steady pressure coefficient distributions, M = 0.55, 
a0 = 2 deg 
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Fig. 4 Modes of subsonic oscillating cascade wave propagation 
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Fig. 5 Time-variant signals and averaged pressure spectra 

sonic cascade behavior in terms of the wave propagation modes 
predicted by the linearized analysis. Acoustic resonances at 
positive and negative interblade phase angle values, (if, bracket 
the wave-propagating superresonant region, which includes 
/3 = 0. When /§ >(if or /3 < pf, the cascade is subresonant and 
the waves decay. Included in this figure are the resonant values 
of interblade phase angle, Eq. (16), for the experimental con­
ditions. 

The unsteady aerodynamic experiments discussed herein in­
clude subresonant and superresonant values of fi. Airfoil sur­
face unsteady pressure distributions are obtained for interblade 
phase angle values of 0, 45, - 4 5 , 90, - 9 0 , and 180 deg at 
reduced frequency values of 0.40 and 0.64. Sample time-variant 
pressure signals presented in Fig. 5 along with the resulting 
pressure spectra illustrate the dominance of the first harmonic 
component as typically found in the signals. 95 percent con­
fidence intervals of ± 5 percent in magnitude and ± 3 deg in 
phase are estimated for the mean value of the unsteady pressure 
coefficients. 

Dynamic Periodicity. Oscillating cascade data were first 
obtained by positioning the two instrumented airfoils to meas­
ure the unsteady pressures on the airfoil surfaces that define 
the center passage of the cascade. The dynamic periodicity of 
the cascade was investigated by subsequently positioning the 
instrumented airfoils to measure the opposite surfaces of the 
two center airfoils positions, thus giving dynamic pressure 
measurements for both surfaces of the two most centrally 
located airfoils. 

First harmonic unsteady pressure coefficient periodicity data 
are presented in Fig. 6 for £ = 0.40 and (3= - 4 5 deg. To sim­
plify the discussion of these results, the two instrumented air­
foils will be referred to as A and B as labeled in the figure. 
The data indicate that the dynamic periodicity is excellent in 
both magnitude and phase for the airfoil upper surface. Al­
though the lower surface periodicity is good, the magnitudes 
tends to be larger on airfoil A, particularly over the forward 
half of the airfoil. There are also small but noticeable phase 
differences in the midchord region on the lower surface. 
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Fig. 6 Cascade dynamic periodicity, k = 0.40, /}= - 4 5 deg 

To aid the presentation of the periodicity data, two new 
quantities are defined. The dynamic periodicity magnitude and 
phase differences, bCp and 5</>, are defined in Eqs. (26) and 
(27) for each airfoil surface. Ideally, both of these quantities 
will be zero. 

8Cn 
\C*\ \cfp\ 

':0C*\+C*\)x 

(26) 

(27) 

Figure 7 presents the dynamic periodicity data determined 
from the data presented in Fig. 6. Both the excellent upper 
surface periodicity and defects in the lower surface periodicity 
are clearly revealed. 

The oscillating cascade periodicity is now investigated as a 
function of reduced frequency and interblade phase angle using 
the quantities 5CP and b<j>. Reduced frequency crossplots of 
the periodicity data for k = 0.40 and 0.64 are presented in Figs. 
8—13 for several values of interblade phase angle. Beginning 
with (i = 0 deg, Fig. 8, the dynamic periodicity is generally poor 
in both magnitude and phase for these superresonant condi­
tions, and reduced frequency has little effect on the results. 
The dynamic periodicity is improved somewhat for (S = 45 deg, 
Fig. 9, but the small values of 5</> occurring over the forward 
half of the airfoil are in contrast to the very large values of 
&<t> at 60 and 75 percent of chord on the upper surface. Reduced 
frequency again has little effect on the results even though 
£ = 0.40 corresponds to a subresonant condition and £ = 0.64 
is superresonant. In contrast, the periodicity is generally good 
for /3= - 4 5 deg, Fig. 10, where both reduced frequencies are 
subresonant. There, all of the values of 8<j> are acceptably small 
as are the values of SCP, except for the lower surface £ = 0.40 
results. When /3 = 90 deg, the periodicity is poor in both mag­
nitude and phase for both subresonant conditions, Fig. 11. 
But for {3= - 9 0 deg, Fig. 12, dynamic periodicity is generally 
good for these subresonant conditions except for the upper 
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surface magnitude difference at 12 percent of chord. Finally, 
for out-of-phase oscillations (subresonant), Fig. 13, the mag­
nitude differences are small, but the phase differences are not. 
Again, reduced frequency has little effect on the results. 

To summarize these data, the dynamic periodicity is largely 
a function of the interblade phase angle, and the periodicity 
is acceptable only for /3 = - 45 deg and (3 = - 90 deg. For both 
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values of reduced frequency, these values of /3 are predicted 
to be subresonant. However, subresonance does not guarantee 
good dynamic periodicity: For example, the periodicity is poor 
for (3 = 90 deg, a subresonant value of the interblade phase 
angle for both values of reduced frequency. 

Correlation With Linearized Analysis. _ The experimental 
dynamic pressure difference coefficient data are correlated 
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with the predictions of the linearized unsteady cascade analysis 
for an infinite number of airfoils. In addition to the infinite 
cascade predictions, influence coefficient predictions for the 
effects of five oscillating airfoils (N=2 in Eq. (24)) will be 
presented. 

For a reduced frequency of 0.64 and a range of interblade 
phase angle values, Figs. 14-19 present correlations of the 
experimentally determined airfoil surface unsteady pressure 
difference coefficient distributions with the linearized analysis 
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predictions. For conditions where the cascade dynamic peri­
odicity is good, jS = — 45 deg and /3 = - 90 deg, the correlations 
between the analytical results and the experimental data are 
good, Figs. 14 and 15. Conversely, the data-analysis correla­
tions are generally poor for conditions where the periodicity 
is poor, 13 = 45, 90, and 180 deg, Figs. 16-18. At those con­
ditions, the phase angle data-analysis correlation is consistently 
poor, with the experimentally determined phases leading the 
predictions except near the trailing edge. An exception is 0 = 0 
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deg, Fig. 19, for which the data-analysis correlation is good 
despite poor dynamic periodicity. 

The analytical influence coefficient predictions for TV = 2 are 
generally in very good agreement with the predictions for an 
infinite cascade. This indicates that only a few oscillating air­
foils are required to model an infinite cascade under these 
conditions. To consider this further, the imaginary part of the 
unsteady aerodynamic moment coefficient is presented as a 
function of interblade phase angle in Fig. 20. Linearized anal­
ysis results are shown for N=<x>, N=6, and N=2. The pre­
dictions for N= 2 and N= 6 are in very good agreement with 

the infinite cascade results except in the vicinity of the acoustic 
resonances. At those points, a large number of terms in the 
Fourier series are required to describe the rapidly changing 
moment coefficient. This indicates that acoustic resonances 
will not occur in linear oscillating cascade experiments due to 
the limited number of airfoils. 

Wind Tunnel Wall Effects. The cascade dynamic period­
icity and correlation of the experimental data with the line­
arized analysis have been shown to vary greatly with interblade 
phase angle. How these correlations can be very good for some 
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interblade phase angles but poor for others leads one to ques­
tion the effects of the wind tunnel walls on these results. In 
this section, linearized analysis is used to gain insight into the 
oscillating cascade/wind tunnel wall interactions. 

The calculated direction of acoustic wave propagation 6 is 
shown in Fig. 21 for the low-solidity cascade geometry with 
M = 0.55 and k = 0.64. For any one value of /3 in the super-
resonant region, two waves are produced, one traveling up­
stream (in the - £ direction) and the other going downstream 
(in the £ direction). Outside this region, the oscillating cascade 
produces subresonant waves, which travel downstream. 
Acoustic resonances occur at the boundaries between the sub-
resonant and superresonant regions, with pressure disturbances 
propagating along the cascade in the ±JJ directions. 

Values of the initial magnitude of the outgoing pressure 
disturbance, computed using Whitehead's computer program, 
are presented in Fig. 22 in the format of an unsteady pressure 
coefficient magnitude at the leading edge of the cascade, 
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l'Cp(£ = 0) I. Peaks in the largest initial disturbance amplitudes 
are found in the vicinity of the acoustic resonances, @ = I3?. 
Outside the near-resonance regions, relatively large amplitudes 
occur at positive subresonant values of the interblade phase 
angle, p>&, but in general the amplitudes are of the same 
order of magnitude throughout the interblade phase angle 
range. 

The disturbances will propagate or decay exponentially with 
distance from the cascade according to the imaginary part of 
the axial wavenumber, I1, Eq. (20). As shown in Fig. 23, l'=0 
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Fig. 24 Interaction of pressure disturbances with wind tunnel walls 

in the superresonant region, hence superresonant disturbances 
propagate away from the cascade without attenuation. Outside 
this region, /7is nonzero and increases monotonically with I fi I; 
thus the subresonant waves decay exponentially with distance 
away from the cascade. 

Now the interaction of the predicted waves with the wind 
tunnel walls is considered. For /3= — 45 deg and (5 = - 90 deg, 
interblade phase angles where the data-analysis correlation is 
good, decaying waves traveling at 0 = 81 deg with 
I Cp(£ = 0)1 =0.5 are predicted. As shown in the schematic of 
Fig. 24, these waves are directed at the cascade upper wall. 
The waves are assumed to reflect specularly from the wall so 
that the reflected disturbances propagate away from the cas­
cade and thus will have no effect on the oscillating cascade 
aerodynamics. 

The data-analysis correlation is also good for /3 = 0 deg, a 
superresonant condition, but this is considered fortuitous be­
cause the cascade periodicity is poor. The upstream-traveling 
wave for this condition, Fig. 24, is directed at the cascade 
upper wall so that reflected waves travel back into the cascade 
and potentially affect the cascade unsteady aerodynamics and 
dynamic periodicity. 

The data-analysis correlation is poor for /3 = 45 deg, the other 
superresonant condition. In this case, the downstream-trav­
eling wave is predicted to interfere with the cascade after re­
flection off the lower wind tunnel wall, Fig. 24. 

Decaying waves are predicted for (5 = 90 deg and (3 = 180 deg, 
interblade phase angles for which there is poor correlation 
between the data for all airfoils oscillating and the theory. 
Despite the poor correlation, the waves are predicted to reflect 
off the lower wind tunnel wall and propagate upstream without 
intersecting an airfoil, Fig. 24. This discrepancy may be due 
to limitations of the linearized analysis, in particular, the as­
sumption of a uniform mean flow. 

Summary and Conclusions 
Steady and unsteady airfoil surface pressure distributions 

have been obtained in a low-solidity linear cascade oscillating 
at reduced frequencies up to 0.64 with 0.55 inlet Mach number. 
The airfoils were driven in simultaneous torsion-mode oscil­
lations for a range of interblade phase angles. Steady and 

unsteady airfoil surface pressure distributions were measured, 
the latter using flush-mounted miniature pressure transducers. 
Discrete Fourier analysis techniques were used to analyze the 
unsteady pressure data and determine the first harmonic com­
ponents. Periodicity of the cascade was determined by meas­
uring the steady and unsteady pressures on the airfoil surfaces 
defining the two passages at the center of the cascade. The 
unsteady pressure difference coefficient data were correlated 
with flat plate cascade predictions. In addition, an analysis 
based on linearized unsteady aerodynamic theory was used to 
predict characteristics of the acoustic waves generated by the 
cascade. 

It was found that the cascade dynamic periodicity is good 
for some values of interblade phase angle but poor for others. 
For conditions where the periodicity was good, interblade phase 
angle values of -45 and -90 deg, the correlation of the data 
with the flat plate cascade analysis was also good. But, for the 
remaining values of interblade phase angle, the periodicity was 
poor and the data-analysis correlation was generally poor. A 
subsequent analysis predicted that, at interblade phase angle 
values of - 45 and - 90 deg, the cascade produced waves that 
reflected off the wind tunnel upper wall in a direction away 
from the cascade, so that these reflected waves did not interfere 
with the cascade unsteady aerodynamics. At those values of 
interblade phase angle where the periodicity was poor, the 
analysis often indicated that waves were reflecting off the wind 
tunnel walls back into the cascade, and therefore interfered 
with the cascade unsteady aerodynamics. 

To make this a reliable facility for the investigation of os­
cillating cascade aerodynamics, the effects of the wind tunnel 
walls must be reduced. An effort is currently under way to 
replace the solid tunnel walls in the vicinity of the cascade with 
acoustically treated walls as developed to reduce aircraft gas 
turbine engine noise (Groeneweg and Rice, 1987). The effec­
tiveness of the acoustic treatment will be investigated in part 
by repeating the experiments reported upon herein. 
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Computational Study of Stall 
Flutter in Linear Cascades 
Aeroelastic interaction in turbomachinery is of prime interest to opertors, designers, 
and aeroelasticans. Operation at off-design conditions may promote blade stall; 
eventually the stall pattern will propagate around the blade annulus. The unsteady 
periodic nature of propagating stall will force blade vibration and blade flutter may 
occur if the stall propagation frequency is entrained by the blade natural frequency. 
In this work a computational scheme based on the vortex method is used to simulate 
the flow over a linear cascade of airfoils. The viscous effect is confined to a thin 
layer, which determines the separation points on the airfoil surfaces. The preliminary 
structural model is a two-dimensional characteristic section with a single degree of 
freedom in either bending or torsion. A study of the relationship between the stall 
propagation frequency and the blade natural frequency has been conducted. The 
study shows that entrainment, or frequency synchronization, occurs, resulting in 
pure torsional flutter over a certain interval of reduced frequency. A severe blade 
torsional amplitude (of order 20 deg) has been computed in the entrainment region, 
reaching its largest value in the center of the interval. However, in practice, com­
pressor blades will not sustain this vibration and blade failure may occur before 
reaching such a large amplitude. Outside the entrainment interval the stall propa­
gation is shown to be independent of the blade natural frequency. In addition, 
computational results show that there is no entrainment in the pure bending mode. 
Rather, "de-entrainment" occurs with similar flow conditions and similar stall 
frequencies, resulting in blade buffeting in pure bending. 

1 Introduction 
Axial flow compressors are generally required to operate 

over a certain range of volume flow rates. If the flow rate is 
reduced at constant rotational speed, the angle attack in the 
front stages will increase, eventually reaching the stall inception 
angle. Then the flow will separate from the blade surface 
forming at stall cell. The blades, instead of all stalling together, 
stall in separate blade patches or "cells." These stall cells act 
as partial flow blockage; as consequence, the angle of attack 
on the neighboring blade near the pressure side is reduced, and 
the angle of attack on the other neighboring blade is increased. 
This effect causes the stall cell to propagate circumferentially 
in the direction of rotation of the rotor but at a speed lower 
than the rotor speed. Stall cells, traveling around the blade 
row, load and unload each blade at the frequency of encoun­
tering the cells. 

The unsteady periodic blade loading, due to rotating stall, 
may affect the operation of the turbomachine in two ways. 
The stall degrades the overall performance, due to the drop 
of the lift, or reduction in mean flow deflection, caused by 
flow separation from blade surfaces. The most serious problem 
related to propagating stall is the destructive nature of the 
associated blade vibratory motion. If the compressor is op-
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36th International Gas Turbine and Aeroengine Congress and Exposition, Or­
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
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ert. 

erated for a long period of time, the blade may fail to sustain 
this dynamic loading resulting in blade fatigue. Experimental 
observations on s single-stage axial compressor by Huppert et 
al. (1952) showed substantial stresses on the stator blade roots. 
Huppert found that the rotational speed of the stall regions 
increased linearly with the rotational speed of the compressor 
rotor and he attributed the failure of several stator blades to 
rotating stall. Three distinct stall cells were found when the 
compressor was operated in the stall condition. The number 
of stall cells increased with further reduction of flow coeffi­
cient; five stable stall cells were observed. 

Rainey (1953) conducted an experiment of stall flutter on a 
single wing. His results showed, at small angle of attack, ran­
dom bending response in the fundamental bending mode with 
very little excitation of the torsion mode. At slightly higher 
angle of attack the time history showed about the same type 
of bending trace, but the torsion trace indicated a fairly clean 
sinusoidal variation at about the frequency of the fundamental 
torsion mode. Yershov (1971) reported that fatigue cracks were 
detected in the blades of an axial compressor stage after half 
an hour of operation under propagating stall conditions. 

The unsteady aerodynamic forces due to propagating stall 
can produce two type of blade vibration. Forced vibration 
occurs in which the blade structure is free to respond to these 
forces without interactive effects. However, if the blade am­
plitude is large enough and the stall frequency comes close to 
one of the blade natural frequencies t the stall frequency may 
entrain with the blade frequency (i.e., frequency synchroniz-
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ation occurs) resulting in stall flutter, self-excited aeroelastic 
instability as described by Sisto et al. (1990). 

The aerodynamics of propagating stall in axial flow com­
pressors has been investigated by many researchers. Emmons 
et al. (1959) conducted experiments on an axial compressor 
and found that propagating stall begins as a few small cells. 
As the compressor is throttled further, the cells, grow is size 
until at some point they break down into additional cells. 
Further throttling results in cell agglomeration into one large 
cell occupying more than half the circumference. Typically one 
large stall cell appears in the flow annulus prior to encountering 
surge. At surge the net integrated throughflow oscillates in 
time. 

The aerodynamic response to prescribed blade motion had 
been investigated by Sisto (1955) and Whitehead (1960). They 
used an analytical model for a cascade of airfoils at zero mean 
incidence with imposed harmonic motions and interblade phase 
angle at various reduced blade frequencies. Their models were 
based on a flat plate cascade, and assumed airfoil wakes as 
narrow strips extended in the direction of the airfoil chords 
from the trailing edges to downstream infinity. In addition, 
Sisto (1967) solved the same model with the assumption of a 
fully stalled cascade. He fixed the separation points on the 
leading edges, and used conformal transformation to solve the 
Laplace equation for the acceleration potential with harmonic 
time dependent motion. 

The physical problem of stall flutter calls for a model that 
considers the actual flow near the boundaries. In terms of the 
incompressible inviscid flow computation, the unsteady sep­
aration points have to be simulated in order to obtain a prac­
tical solution. Some attempts have been made to treat the 
moving separation points for a single airfoil (e.g., Sisto and 
Perumal, 1974; Tokel and Sisto, 1978). Recently, the concept 
of confining the effect of viscosity of the neighborhood of the 
airfoil boundaries (inner flow) and treating the flow away from 
the airfoils as inviscid incompressible flow (outer flow) has led 
to the so-called vortex method. 

The vortex method models the solid boundaries as vortex 
sheets whose vorticity can be convected away from the bound­
ary surfaces downstream of the separation points. The flow 
velocities and pressure at the edge of the inner region can be 
employed to solve the unsteady boundary layer equation for 
the location of the separation points. Lewis and Porthouse 
(1982) used the vortex method without inner region for a three-
blade cascade. In their vortex method model, the viscous dif­
fusion is incorporated by random distribution of all shed vor­
tices and the entire sequence of computations is repeated for 
each time step. Their model did not detect stall propagation, 
perhaps because of large computer storage and time needed 
for a practical computation. 

Spalart (1984) used a vortex method similar to that of Lewis 
and Porthouse (1982) but with the inner region incorporated 
and coupled to an integral boundary layer solver to determine 
the instantaneous separation points. Spalart (1984) was able 
to detect the stall propagation in rigid airfoil cascade. Most 
recently Sisto et al. (1989) studied a computational model based 
on vortex method for the imposed vibration problem with 
different inlet flow angles and stagger angles. 

In this work a computational investigation is performed for 
stall flutter in either the bending or torsional mode in a cascade 
of airfoils and an experiment for torsional vibration is used 
to verify the numerical results. The basic computational model 
for the aerodynamic part is adapted from Jonnavithula et al. 
(1990) and Sisto et al. (1989). The boundary layer solver is 
improved by incorporating unsteady and curvature effects in 
the momentum integral equation. Since this study is based on 
a two-dimensional model, the structural part is formulated in 
terms of lumped masses, stiffness, and damping coefficients. 
This model can be viewed as equivalent to the inertial and 
elastic properties of a typical blade element along a cantilevered 
blade span. These "typical section" parameters can be esti­
mated separately by analyzing the actual cantilever blade dy­
namics. This is assumed to be done beforehand and the lumped 
parameters are then taken as fixed quantities. 

2 Formulation and Method of Solution. A schematic of 
the physical configuration and the coordinate system is shown 
in Fig. 1. 

The equations of motion of an incompressible Newtonian 
fluid are: the continuity equation 

V-V = 0 

and the momentum equation 

1 

where 

Z>,V= - - V P + i - V T 
P 

V = (w, v), and D,= — + V-V. 
at 

(1) 

(2) 

For a cascade of airfoil, the boundary condition on each 
airfoil is taken to be 

The initial condition at t = ta is 

V = V0 

The corresponding vorticity transport equation is 

(3) 

(4) 

(5) 

Nomenclature 

A b = airfoil cross-sectional area 
C = blade bending stiffness 
c = blade chord 

D = blade damping coefficient 
/ = frequency 

H = boundary layer shape factor 
h = blade bending displacement 
J = blade centroidal moment of 

inertia 
j = complex constant (= V - 1) 

K = reduced frequency = irfc/U 
M = number of airfoils in stall 

period 
m = blade mass 

Nc = number of stall cells 
Nr = number of free vortices 

p = 
p = 
s = 

t = 
U, V = 

x,y = 
z = 
V = 

u = 
a = 
P = 
T = 

e = 
v = 

r = 
p = 

pressure 
stall cell wavelength 
distance along the airfoil sur­
face 
time 
velocity components 
Cartesian coordinates 
complex coordinate. = x + iy 
flow velocity 
upstream velocity 
inflow angle 
stagger angle 
vortex strength 
torsional displacement 
fluid kinematic viscosity 
complex coordinate 
fluid density 

a = interblade phase angle 
4> = stream function 
fi = angular velocity of the airfoil 
a) = vorticity 

Subscripts 
b = blade 
e = edge of the boundary layer 
/ = free vortex 
n = normal vector, or natural 
s = stall, or surface 

Superscripts 
b = bending 

m = blade order in stall cell 
/ = torsion 
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Schematic of the airfoil cascade and related nomenclature 

where co = v x V and the boundary condition for the vorticity 
equation can be written (Spalart, 1984) as 

dn 
-1AbD<% (6) 

(7) 

The vorticity within the airfoil, 

where Qb is the angular blade velocity in torsional motion. 
Usually turbomachines are designed to operate at high Reyn­

olds number. Therefore, the flow over a cascade can be ef­
fectively divided into two regions. The boundary region, very 
thin and near the airfoil, is where the viscous effect are con­
fined. The remaining flow field can be considered as inviscid 
and irrotational. The interaction between the two regions has 
be matched in such a way that the boundary conditions on 
each airfoil are satisfied. 

From analytic function theory, the irrotational flow field of 
an ideal fluid can be represented by a sum of analytic functions, 
which have singularities at discrete points. The analytic func­
tion, such as the potential function (or alternately the stream 
function), can be built up by summing over logarithmic sin­
gularities at the boundary of the solid bodies in the field; one 
class of these singularities is vortices. 

In this work the airfoils are replaced by vortex sheets called 
"boundary vortices" placed a small distance from the bound­
aries, in order to be able to convect some or all boundary 
vortices in case of partially or fully separated flow. This vortex 
sheet encloses the airfoil rather than lying on the boundary 
where the fluid and the airfoil velocities are equal (no-slip 
boundary condition) and thus the vortices would never convect 
into the flow field. It is known from the analytic function 
theory, that if the real or the imaginary part of an analytic 
function is constant on the boundary of a domain and it has 
no singularities within it, the function will be a constant over 
the whole domain. This can be applied in the case of cascade 
airfoils by extending the flow field to replace the airfoils. In 
this unsteady study the airfoils are vibrating and the stream 
functions, along the airfoil boundaries are not constant but 
rather a function of the boundary velocity. The streamline 
pattern frozen at a given instant of time may display streamlines 
crossing the airfoils. 

In propagating stall analysis, each vortex in the computa­
tional domain is considered as a member of an infinite column 
of vortices with identical strengths and with pre-imposed period 
p typically equal to about four or five blade pitches. Physically, 
the imposed period can be used as a model for a compressor 

c' 
tf 
c" 
D» 

e 
h 
% 
m 

0 

Torsional stlffnsss 
Torsional damping 
Banding stlffn8»» 
Banding damping 

Torsional displacement 

Bending displacement 

Airfoil etntrold 

Airfoil torsion esntsr 

Airfoil elastle oxI« 

Fig. 2 Schematic of the blade structural model 

with circumferential length equal to Nc time p (where Nc is an 
integer and represents the total number of presumably identical 
stall cells). 

The stream function of such an array of vortices of strength 
T located at z0 + jnp (where n = 0, ± 1 , ±2, . . .±o°) at the 
field point z is given by 

2 

<Kz) = 
A-K 

log s in • 
2rj(z-Z0) 

+ e (8) 

where e is a small constant introduced to render the complex 
logarithm nonsingular at the points z close to z0 + jnp. It 
should be noted that e is used only for computational purposes 
has no physical meaning. 

Boundary Conditions 
Usually axial flow turbomachinery blades are twisted, ta­

pered, and connected to each other by one or more stiffening 
rings or shrouds. In order to investigate the flow in those 
machines, a three-dimensional model for both the aerodynam­
ics and blade structure needs to be implemented. The blade 
may vibrate in each of several coupled modes of predominant 
bending and/or predominant torsion. 

In this study a representative blade element is identified as 
a two-dimensional airfoil. Usually this characteristic section 
is chosen at 80 percent of the blade span, and may vibrate in 
bending normal to the chord and/or in the chordwise direction. 
From the airfoil shape, the blade is stiffer in the chordwise 
direction compared to its stiffness normal to its chord; hence, 
in this study, the bending mode of vibration is considered to 
be normal to the airfoil chords only. The airfoils may also 
vibrate in torsion around their torsion centers. These two modes 
of vibration (bending and torsion) are coupled due to the offset 
between the centroidal and torsion centers. (In the case of a 
cylindrical beam with two axes of symmetry this offset is zero, 
and'the two modes would be structurally uncoupled.) Each 
blade is represented by a concentrated mass at it centroid and 
and offset between the centroid and the torsion center. A 
schematic of the blade structural model used in this analysis 
is shown in Fig. 2. The cantilevered blade elements are assumed 
to be rigid and equivalent structural bending and torsional 
stiffness and damping acting on the blade elements are rep­
resented by linear spring-dashpot systems connected to ground. 
The interblade structural coupling is represented by an equiv­
alent linear spring-dashpot system connecting the consecutive 
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blade centroids. (This coupling is not studied in the present 
report.) 

In bending vibration the instantaneous location of the airfoil 
boundary points as a function of time can be written as 

Zi(t)=zi(t0)+jh{t)e"3 (9) 

Upon differentiating the above equation, the bending veloci­
ties at the boundary points are 

ki(t)=jh(t)e>11 (10) 

In torsional vibration the instantaneous location of the air­
foil boundary points as a function of time can be written as 

z , (0=z , ( / o )e / e < " (11) 

and the corresponding torsional velocities are 

z!(t)=jzi(t0)e(t)eieu) (12) 
where zt(t0) are the airfoil complex coordinates at the initial 
time t0 measured from its centroid, assumed here to coincide 
with the torsion center (cf. Fig. 2). h(t), h{t),Q(t), and 
9 (t) are the instantaneous displacement and velocity for bend­
ing and torsional vibrations, respectively. The stream function 
on the boundary of the airfoil in oscillatory motion can be 
expressed as 

8*1,= j 
. i.s0 + Ss) 

(V - n)ds 
" s o > 

The induced difference of the stream function at the boundary 
points £,-+1) 7; of blade b due to all free "old" vortices in the 
field (denoted by 6\j/°u) is given by: 

./old 

2 

, / old / old AV = Yi+\-

"/ 
E £ to* 4TT + e" 

log 2*Mi-Zk) 
+ € (14) 

where A^ is the number of free vortices in the field (previously 
convected from the airfoils). For a period of M blade pitches 
the induced difference of stream function due to bound vortices 
(denoted by d\Phomd) on blade b is given by: 

Ai/-bound = tf+7d - $°und 

M Nf Ik 
4w 

log 
. 27T/(i;+l-r<r 

sin 

log sm-
_2n/«/-r*) 

+ e 

+ e* (15) 

where J*are the instantaneous coordinates of points k on blade 
/ and Nb is the number of the boundary points chosen to 
represent the vortex sheet on the airfoil. The stream function 
i/<„ due to uniform flow with complex conjugate velocity u -
jv = Ue-ja can be written as 

Ai/-„= Imag £fe"*«/ + i -« 

Therefore, 
fl^bound = _ V+M-Afa + Ah 

(16) 

(17) 

Blade Structural Dynamics 
The airfoils are taken to be typical elements of counterpart 

axial flow compressor blades. Each airfoil element represents 

a typical section of a cantilevered blade fixed at the compressor 
hub. The equivalent bending and torsion stiffness and damping 
coefficients can be determined from the structural analysis of 
an actual blade geometry. In this work it is assumed that the 
elastic blade parameters are known prior to the computations. 
It is worth noting, generally, that there is coupling between 
the two modes of vibration due to the offset of the blade elastic 
and mass axes. It is assumed in this study that this offset is 
equal to zero; hence the vibration modes are structurally un­
coupled. It is important that the effect of this structural cou­
pling be investigated in future work, along with aerodynamic 
coupling. 

Since the bending and torsional modes of the present study 
are uncoupled, the two modes of vibration can be represented 
by two separate systems of second-order ordinary differential 
equations. For a stall cell wavelength encompassing Mblades, 
the bending or torsion response an be represented as a system 
of M coupled, second-order ordinary differential equations 
with periodic conditions. For the /th airfoil the equation of 
motion for the bending mode is 

+ (Df, i+l+D?, i + Dt ,_ , ) * , -C? A + , 
-C? ,-_,/!,-_,+ (C? ,_, + C? i+dl, ,_,)A, 

(13) 
and for the torsion mode it is 

Moment,-(0 =7(0,-
+ (A, 
-Cf- • 

~A, ,+1©,+1 — A, ,-i0,-^i 
1+1+A, /+A', i-i)6/—<w, ,-+i0|+i 
-10/-1+ ( Q i+i + d , + Q ,--i)0,-

where h is the bending displacement, normal to the airfoil 
chord, 0 is the torsional displacement (positive counterclock­
wise) and i = 1, 2, 3, . . . , M — \,M. The initial conditions at 
t = 0 are given by A,- = 0, h,• = 0, 0,- = 0, and 0, = 0 for a 
time-marching type of solution. In this time-domain imple­
mentation the aerodynamic forces and moments are calculated 
and then used in the above equations to determine the blade 
displacement and velocities for the next time increment. These 
velocities and displacement then serve to determine the aero­
dynamic forces. 

Results and Discussion 

The objective of this computational study is to investigate, 
or ultimately to define, the region in which the unsteady aero­
dynamic forces due to the propagating stall in a linear cascade 
have frequencies close to the blade natural frequencies and in 
which stall flutter may appear. In the computations, the aero­
dynamic parameters (e.g., the inflow velocity and angle) are 
kept unchanged and the blade structural frequency is varied. 
The midrange of the blade frequencies is chosen to equal the 
rigid-blade stall propagation frequency. A series of compu­
tations for stall flutter has been performed on a cascade of 
airfoils in pure torsional vibration or pure bending vibration. 
The airfoil center of gravity is used as the center of rotation 
in the pure torsional mode, while in pure bending the airfoils 
were free to vibrate normal to the airfoil chords. The cascade 
of airfoils consist of NACA0008 thickness distribution with 
10 deg circular arc camber. The stagger angle (fi = 0 deg), 
and the inlet flow angle (a = 55 deg) are chosen to be within 
the stable region of propagating stall for a stall cell periodicity 
of three blade pitches (cf. Jonnavithula et al., 1990). The spring 
stiffnesses are varied to cover a wide range of the blade natural 
frequency, the "blade frequency." 

The program performs the computations at each time step 
(A? = 0.05) for a full duration of 400 time units for torsional 
or bending vibration. Most of the computations were per­
formed using 64-bit arithmetic in a CYBER-205 supercom­
puter. A typical computation required 100 minutes of CPU 
time. An equivalent calculation at 32-bit precision in a VAX-
8700 took about 28 hours of CPU time. The outputs at each 
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207.40 210.26 

Fig. 3 Instantaneous streamline pattern for a three-blade cascade In 
torsional vibration at consecutive times over a single period of oscillation 
[a = 55 deg, /} = 0 deg, K„(vscmm) = 0.13 Hz] 

time step are the vibrational blade response and the unsteady 
aerodynamic lift and moment coefficients for each blade in 
the cascade. The time signal of the displacement and the lift 
are then post-processed using the Fast Fourier Transform (FFT) 
technique to determine the frequency content in each signal. 

Torsional Degree of Freedom 
An extensive investigation for stall flutter in torsional vi­

bration is performed for the case of stagger angle ft = 0 deg 
inflow angle a = 55 deg, and blade reduced frequency ranges 
between 0.25 < K„ < 0.60. To facilitate the presentation of 
results, all the parameters were normalized using the airfoil 
chord as a unit length and inflow velocity as a unit velocity, 
and the corresponding time unit was c/U. Figure 3 shows the 
instantaneous streamline pattern for consecutive times over 
one period of the blade oscillation (/ ~ 7.6 time units). The 
plots are extended for additional three blade passages in the 
vertical direction to help in the visualization of stall propa­
gation. It is seen from these plots that the blades are experi­
encing a severe torsional vibration and the stall cell is passing 
the blades at about the same time interval. In fact, these stream­
lines demonstrate one of the cases that indicate synchronization 
of the blade and stall frequencies. 

Figure 4 shows the torsional displacement spectra for the 
three blades in the cascade. Each plot displays a definite peak 
of about 15 deg in magnitude at the blade frequency, which 
is a slightly higher than the input value due to the apparent 
mass of the air. Figure 5 shows the corresponding moment 
spectra, which also display peaks at the same frequency as the 
peaks of the displacements. 

Figure 6 shows the influence of the blade reduced frequency 
on the stall propagation frequency. This figure displays clearly 
the region of the entrainment of both frequencies on the 45 
deg dashed line. The two dotted vertical lines on the left and 
right of the entrainment region represent a sudden transition 
of the stall propagation frequency to entrain and "de-entrain" 
with blade frequency, respectively. 

It is seen that these two transitions are different in length 
and the manners in which the propagation frequency is en-

Q. 

, , 

, 
, 

L 

L_—,—,— 
0.0 0.1 0.2 0.3 0.4 0.6 

Frequency 
Fig. 4 Displacement spectra for a cascade in torsional vibration [other 
details are the same as in Fig. 3] 

0.2 0.3 
Freauencv 

Fig. 5 Moment spectra for a cascade in torsional vibration [other details 
are the same as in Fig. 3] 

trained and "de-entrained" are opposite in character. The 
subregion on AK„ = 0.05 width up to the left of entrainment 
is considered as a "pre-entrainment" region and the subregion 
of the same interval to the right of entrainment as "post-
en trainment" region. This may be explained in view of the 
blade frequency magnitudes at each of the transitions; the blade 
frequency is small in the pre-entrainment region and larger in 
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Fig. 6 Influence of blade reduced frequency on stall reduced frequency 
for a cascade in torsional vibration [other details are the same as in Fig. 
3]. The plot shows that the entrapment of frequencies occurs on a 
certain interval of blade frequency. 

0.26 0.30 0.66 o.ao 0.36 0.40 0.46 0.60 
Blade reduced frequency 

Fig. 8 Influence of blade reduced frequency on the blade moment 
amplitude for a cascade in torsional vibration [other details are the same 
as in Fig. 3]. The plot shows a substatinal moment amplitude at the 
entrainment. 

0.26 0.66 o.ao 0.30 0.36 0.40 0.46 0.60 
Blade reduced frequency 

Fig. 7 Influence of blade reduced frequency on the blade displacement 
amplitude for a cascade in torsional vibration [other details are the same 
as in Fig. 3]. The plot shows a substantial displacement amplitude at 
the entrainment. 

Fig. 9 Instantaneous streamline pattern for a three-blade cascade in 
bending vibration [r = 400, a = 55 deg, 0 = 0 deg, K„(mcmm) = 0.123 
Hz] 

the post-entraiment regions. In the pre-entrainment the blades 
have a large amplitude relative to that of the post-entrainment, 
and the aerodynamic forces are controlled primarily by the 
blade vibration. On the other hand, in the post-entrainment 
the blade vibration has less effect on the flow, and the stall 
propagation characteristics are similar to that of a rigid blade 
cascade. 

In Fig. 7 the influence of the blade frequency on the torsional 
blade amplitude is shown. The amplitudes correspond to the 
peak values of the torsional displacement spectra similar to 
those shown in Fig. 4. The results shown resemble that of an 
externally forced mass spring system resonance curve in which 

the amplitude reaches its peak when the forcing frequency 
sweeps past the blade natural frequency. The results shown in 
this graph are for the case where the forcing frequency is kept 
constant (its analog in this nonlinear system is the stall fre­
quency for a rigid cascade) and a series of blades with increasing 
natural frequencies are considered. However, in case of the 
cascade the stall propagation frequency is entrained with the 
blade frequency (in the region, AK„ ~ 0.34 to 0.52), and each 
point in this region resembles the peak of the linear system 
resonance curve. In Fig. 8 the influence of the blade frequency 
on the aerodynamic moment amplitude is shown. As can be 
seen the moment reaches its peak at the same blade frequency 
as the peak of the displacement. 
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Fig. 10 Displacement spectra for a three-blade cascade in bending 
vibration [other details are the same as in Fig. 9] 
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Fig. 11 Lift spectra for a three blade cascade in bending vibration [other 
details are the same as in Fig. 9] 

Bending Degree of Freedom 
An investigation for stall flutter in bending is carried out 

for the case of stagger angle /3 = 0 deg, inflow angle a = 55 
deg, and blade reduced frequency ranges between 0.15 < AK„ 
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Fig. 12 Influence of blade reduced frequency on the stall reduced fre­
quency for a cascade in bending vibration [other details are the same 
as in Fig. 9]. The plot shows the "de-entrainment" of the stall frequency. 

Blade reduced frequency 

Fig. 13 Influence of blade reduced frequency on the displacement of 
a cascade in bending vibration [other details are the same as in Fig. 9] 

< 0.75. A sample of streamline pattern is shown in Fig. 9 for 
the case of three-blade cascade and a = 55 deg, (3 = 0 deg, 
/„ = 0.123 Hz, at t = 400. It is seen from the streamlines that 
all the blades are stalling and frequency spectra for displace­
ment and lift are shown in Figs. 10 and 11, respectively. It is 
seen from these figures that the frequency at the peaks cor­
responds to the blade frequency for the displacement spectra, 
and that of propagating stall for the lift. 

Figure 12 shows the effect of blade reduced frequency on 
stall reduced frequency. It is shown that when the blade and 
stall frequencies are further apart, that stall frequency is con­
stant and independent of the blade frequency. In the narrow 
region, when the blade frequency approaches the stall fre-
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Fig. 14 Influence of blade reduced frequency on the lift amplitude for 
a cascade in bending vibration [other details are the same as in Fig. 9] 

0.3 0.4 0.6 
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Fig. 16 Influence of blade reduced frequency on the blade displace­
ment amplitude for a two blade cascade in bending vibration [other 
details are the same as in Fig. 9] 
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Fig. 15 Influence of blade reduced frequency on the stall reduced fre­
quency for a two blade cascade in bending vibration showing the "de-
entrainment" of the stall frequency [other details are the same as in Fig. 
91 

quency, the latter begins to change and the de-entrainment of 
both frequency occurs, even though entrainment would occur 
under similar circumstances in the torsional mode, as was 
shown in the previous section. Since the mechanism of bending 
and torsional vibrations are different in nature, the interaction 
of the flow and structure is also different and this can be 
explained as follows. In the case of torsional vibration the 
instantaneous flow incidence on each blade increases with the 
blade torsional displacement (positive counterclockwise) and 
the blade vibration would be expected to control the flow 
separation from the blade surface. The effect of torsional 
velocity on local incidence is variable along the blade chord, 
being zero at the center of rotation, and hence does not exert 
such a profound effect on the instantaneous incidence. There­
fore, it is possible for the stall propagation frequency to syn­
chronize with that of the vibration resulting in self-sustained 

0.4 0.5 
Blade reduced frequency 

Fig. 17 Influence of blade reduced frequency on the lift amplitude for 
a two-blade cascade in bending vibration [other details are the same as 
in Fig. 9] 

vibration of "torsional stall flutter," On the other hand, in 
the case of bending vibration the instantaneous incidence de­
pends primarily on the blade bending vibration frequency, the 
larger the blade velocity would be at constant vibration am­
plitude. But at large blade frequency the blades are stiff er and 
can be considered as nearly rigid; the structural effect on the 
flow field will be negligible. 

In the de-entrainment region, Fig. 13 shows a small increase 
of the blade bending displacement, and Fig. 14 shows also a 
small increase in the lift. These small changes in the blade 
bending displacement and lift can be explained by the fact that 
there is little interaction between the stucture and the aero-
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Fig. 18 Instantaneous streamline pattern for a six-blade cascade in 
torsional vibration at consecutive time over a single period of oscillation 
[f = 400, a = 55 deg, 0 = 0 deg, Kn(t,cmm) = 0.13 Hz] 

dynamics when the blade bending frequency approaches the 
stall propagation frequency. Rather, the blades will respond 
to a random vibration at their natural frequencies, resulting 
in blade buffeting as described in Sisto et al. (1990). The results 
for a two-blade cascade vibrating in bending are shown in Figs. 
15-17. As can be seen, the behavior of the cascade is similar 
to that of the three-blade cascade. 

Computational Assumption of Periodicity 
For reasons of computational economy, it is not currently 

feasible to compute the propagating stall/stall flutter instability 
with periodicity enforced over a large number of blade pitches 
comparable to the number of blades in typical annular blade 
row. Thus, there is an area of uncertainty as to the proper 
number of blades used to specify the period, or wavelength, 
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Fig. 19 Displacement spectra for a six-blade cascade in torsional vi­bration [other details are the same as in Fig. 18] 

of these fluid and structure phenomena. In the future, when 
the full three-dimensional structural model can be taken to 
include the disk, this uncertainty may be partially resolved, 
since the bladed-disk structure displays a sequence of combined 
modes with different numbers of diametral nodes. The number 
of such nodes in effect represents a circumferential wavelength, 
which in turn will govern the number of stall patches and thus 
determine the number of blades in a period. 

Some important information on the relative stability of dif­
ferent assumed wavelengths, or stall periods, is obtained from 
Figs. 18-20. In the first figure a six-bladed cascade shows a 
streamline patterns, which computationally has displayed three-
blade periodicity. With periodicity enforced over a six-blade 
interval, the predicted phenomena could have displayed one, 
two, three, or six-blade periodicity. This result should be com­
pared with the flow field shown the Fig. 3 wherein a periodicity 
of three blade passages was enforced. Thus the question of 
relative stability can be determined computationally, and this 
capability can be enlarged in the future. Figures 19 and 20 
show similar behavior for the torsional displacements and mo­
ments. 

Concluding Remarks 
The present study has indicated clearly that the flexibility 

of the blade structure does in fact exert a degree of control 
over the stall propagation within the entrainment interval of 
frequencies. Thus the propagating stall phenomenon in a com­
pletely rigid set of airfoils is far from identical in all aspects 
when the real blade structure is considered. 
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Fig. 20 Moment spectra for a six-blade cascade in torsional vibration 
[other details are the same as in Fig. 18] 

In case of a cascade experiencing torsional vibration, it is 
found that the stall propagation frequency is entrained with 
the blade natural frequency in a definite interval. However, 
in the case of bending vibration, the stall propagation fre­
quency is de-entrained with the blade frequency. One may 
conclude, according to this computational investigation, that 
the stall flutter is more likely to occur in the torsional mode 
of vibration rather than in the bending mode. 

Because the magnitude of the frequency interval over which 
entrainment occurs cannot be expressed analytically, the com­
putational models are required to explore the effect of aeroe­
lastic interaction on stall propagation. A parametric study of 
this problem is required using computational solutions of the 
nonlinear unsteady aeroelastic model. It should be noted that 
the flow separation from the airfoil boundary controls the stall 
and its propagation in many aspects and the available data for 

the unsteady flow separation on curved profiles in cascades 
are very limited. 

The parameters mentioned below, for bending and torsional 
vibrations in airfoil cascades, should be included in the par­
ametric study to understand fully the aerolastic problem in 
turbomachines. The recommended computational study should 
include the effect of inflow angle and cascade stagger on the 
blade vibration and stall propagation. The stall cell wavelength 
should be used as a parameter to model a real axial compressor 
cascade. Intrablade coupling should be introduced by allowing 
two degrees of freedom and by separating the mass and elastic 
axes. Additional elastic coupling due to blade twist also needs 
to be explored computationally in a three-dimensional exten­
sion of the structural model. 
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The Effect of Steady Aerodynamic 
Loading on the Flutter Stability of 
Turbomachinery Blading 
An aeroelastic analysis is presented that accounts for the effect of steady aerodynamic 
loading on the aeroelastic stability of a cascade of compressor blades. The aeroelastic 
model is a two-degree-of-freedom model having bending and torsional displace­
ments. A linearized unsteady potential flow theory is used to determine the unsteady 
aerodynamic response coefficients for the aeroelastic analysis. The steady aerody­
namic loading was caused by the addition of (1) airfoil thickness and camber and 
(2) steady flow incidence. The importance of steady loading on the airfoil unsteady 
pressure distribution is demonstrated. Additionally, the effect of the steady loading 
on the tuned flutter behavior and flutter boundaries indicates that neglecting either 
airfoil thickness, camber, or incidence could result in nonconservative estimates of 
flutter behavior. 

Introduction 
It is well known that airfoil geometry and steady loading 

have a strong influence on the unsteady aerodynamic response 
of cascades. So as the design of modern turbomachinery be­
comes more stringent to meet specific fatigue and life require­
ments, the design/analysis for aeroelastic problems will also 
become more important. It is popularly believed that the mod­
eling of shaped airfoils as unloaded flat plates results in con­
servative estimates of flutter prediction. The development of 
an aeroelastic model that accounts for blade thickness, camber, 
and flow incidence effects is required to determine whether 
this belief is correct and to identify the conditions where it 
may fail. 

The axial-flow turbomachinery blade designer often at­
tempts to model dynamic aeroelastic instabilities through the 
use of simplified structural and aerodynamic models. Blade-
row flutter analyses (Kaza and Kielb, 1982; Kielb and Kaza, 
1983; Srinivasan and Fabunmi, 1984) often employ flat plate, 
small-disturbance theory (Smith, 1972; Adamczyk and Gold­
stein, 1978) to model the unsteady aerodynamic forces acting 
on vibrating blades. These small-disturbance theories do not 
account for the effect of airfoil thickness, camber, and flow 
incidence on the unsteady aerodynamic/response of the cas­
cade. 

Accounting for airfoil shape and steady loading requires 
that a more accurate aerodynamic analysis be done. Verdon 
and Caspar (1982, 1984) have developed an unsteady aero­
dynamic theory based on a linearization of the unsteady full 
potential equation. Their method accounts for the effects of 
blade geometry (i.e., thickness, camber) and steady loading 
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lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
February 20, 1991. Paper No. 91-GT-130. Associate Technical Editor: L. A. 
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(i.e., flow incidence) on the unsteady potential field within the 
cascade. Results presented by Verdon (1987) imply that the 
unsteady aerodynamic response of the cascade is strongly de­
pendent upon the steady flow field within which the blade 
vibrates. An alternative method for solving the same equation 
set on practical airfoil geometries has been reported by White­
head (1982). This technique solves the linearized unsteady po­
tential equation discretized using the finite element method. 

The purpose of the current work is to present an aeroelastic 
analysis scheme that utilizes an unsteady aerodynamic for­
mulation to account for the mentioned steady aerodynamic 
loading effect on the cascade unsteady aerodynamic behavior. 
The objective is to study the effect of airfoil shape and steady 
aerodynamic loading on the tuned flutter characteristics of the 
cascade. An advantage of this method is that the use of the 
linearized aerodynamic theory permits the effect of variations 
in aerodynamic and aeroelastic conditions on flutter charac­
teristics to be examined at reasonable computational cost. 

The approach utilizes a two-degree-of-freedom (DOF) struc­
tural dynamic model of the blade and two-dimensional line­
arized unsteady potential theory to model the fluid within the 
cascade. This analysis is presented for a cascade of blades, 
which are representative of compressor blading. The effects 
of changes in airfoil shape and steady flow incidence are studied 
to assess their associated impact on the cascade flutter stability. 

Analytical Development 

Aeroelastic Formulation. The model of the turbomachin­
ery blading in this study follows a "typical section" approach 
wherein the blade is modeled as a rigid airfoil having two DOF. 
This model assumes the airfoil motion at a representative span-
wise location is made up of a bending motion (h) normal to 
the blade chord and a torsional motion (a) about the elastic 
axis of the airfoil. Positive directions for these DOF and the 
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Fig. 1 Typical section airfoil degrees of freedom 

resulting forces are indicated in Fig. 1. A full development of 
the following equations of motion can be found in Bendikson 
and Friedman (1980). 

The dynamic equations of motion for this two DOF blade 
model are shown below. 

m 

OQ, 

Srvl 

/ 
(h) 

y + 
\Kh 

0 

Ol 
Ka 

(1) 

The airfoil section mass and moment of inertia are m and 
/, and lumped springs of stiffness Kh and Ka act at the elastic 
axis. Inertial coupling may be present due to an offset in the 

elastic axis from the airfoil center of gravity, and is modeled 
as a static mass unbalance Sa. The forcing term on the right-
hand side of Eq. (1) represents the unsteady aerodynamic forces 
and moments present during airfoil oscillation. 

The vibration of the blade is assumed to occur as small-
amplitude and simple harmonic in time, such that the blade 
displacement vector is 

(2) 

The motion-dependent unsteady aerodynamic loads are 
modeled as first-order harmonic in time: 

L = pWLc\Lh— + Lau0\e* 

M=p W2c* (M„— + Maa0 ) eia" (3) 

The unsteady aerodynamic coefficients Lh, La, Mh, Ma are 
complex quantities, which relate the aerodynamic forces and 
their phase to the corresponding driving motion. For a fixed 
cascade geometry, these coefficients are strongly dependent 
upon the cascade operating parameters, relative Mach number 
MR, incidence angle /, and the aeroelastic parameters, reduced 
frequency k and interblade phase angle a. 

Substitution of Eqs. (2) and (3) into Eq. (1) results in an 
aeroelastic equation, which describes the blade/fluid system 
dynamics. This equation is nondimensionalized by using the 
nondimensional parameters 8, xa, rG, and k. The bending DOF 
h is also nondimensionalized by the blade chord c and the 
frequency is normalized by the torsional natural frequency ua. 
The nondimensional flutter equation that results is: 

Nomenclature 

a = 
J> = 
CP = 

ACP = 

c = 
h = 

I = 

Kh 

Ka 

k 

M 

fluid sonic velocity 
blade_semichord length 
(P-Pa) / ( l /2pw 2 ) = steady 
static pressure coefficient 
P/(l/2/ow2) = unsteady pres­
sure coefficient 
2b = blade chord length 
chordwise normal bending dis­
placement 
mrcb2 = blade section mo­
ment of inertia about elastic 
axis 
fluid steady flow incidence an­
gle, deg; also V— 1 
spring stiffness for bending 
spring stiffness for torsion 

— = reduced frequency 
W 
based on semichord 
unsteady aerodynamic lift 
force per unit span 
unsteady aerodynamic lift 
coefficient due to blade bend­
ing motion 
unsteady aerodynamic lift 
coefficient due to blade tor­
sional motion 
unsteady aerodynamic mo­
ment per unit span about elas­
tic axis 

M„ = 

M, 

M„ 

m 
N 
P 
P 

rG = 

t 
U 

unsteady aerodynamic mo­
ment coefficient due to blade 
bending motion 
fluid inlet relative Mach num­
ber 
unsteady aerodynamic mo­
ment coefficient due to tor­
sional motion 
blade mass per unit span 
number of blades in rotor 
steady static pressure 
first harmonic unsteady pres­
sure 
steady static pressure far up­
stream 

= blade section radius of gy­
ration about elastic axis 
xamb = static mass moment 
coupling term 
root locus eigenvalue (Eq. 
(6)); also cascade gap 
time 
rotor blade velocity at leading 
edge 
fluid absolute velocity at lead­
ing edge 

W 

X = 

5 = 

/* = 

P = 

uh 

fluid inlet relative velocity at 
leading edge 
offset of airfoil elastic axis 
from center of gravity nondi­
mensionalized by blade semi-
chord 
blade torsional displacement 
about elastic axis 
cascade stagger angle meas­
ured from axial direction 

m 

•wpb 
= blade/fluid mass ratio 
airfoil camber angle, deg 
real portion of complex eigen­
value (Eq. (6)) 
imaginary portion of complex 
eigenvalue (Eq. (6)) 
fluid mass density 
interblade phase angle, deg 
oscillation frequency, rad/s; 
also complex eigenvalue 

= natural frequency of blade 
bending motion 

m 
= natural frequency of blade 
torsional motion 
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This equation indicates that when using a frequency domain 
(harmonic) approximation for the blade motion and aerody­
namic forces, the motion-dependent forces appear as an "ap­
parent inertia" term in the equations of motion. 

The compressor rotor within this work is assumed to be 
represented by an unwrapped infinite two-dimensional cascade 
of airfoils. The cascade for this analysis is assumed to vibrate 
as a "tuned" rotor. A tuned rotor consists of identical blades, 
with each blade having the same in-vacuum natural frequencies 
and mode shapes. Such a rotor, when vibrating within a flowing 
fluid, will have all the blades experiencing the same amplitude 
of motion, with a constant phase angle between neighboring 
blades. These phase angles are referred to as "interblade phase 
angles" and they describe a traveling wave around the pe­
riphery of the rotor. 

The interblade phase angles are limited to a discrete set of 
angles as described by Lane (1956): 

2 i r ( / - l ) r . 
oj = — — fory=l,.. . ,JV (5) 

This equation implies that a rotor having TV blades may 
vibrate with any one of N possible interblade phase angle 
modes. 

Aerodynamic Formulation 
The aerodynamic forces present on the blade are calculated 

using the two-dimensional linearized unsteady potential ap­
proach of Verdon and Caspar (1984). The unsteady potential 
flow within the cascade is assumed to be a first-order harmonic 
perturbation about the nonuniform steady full potential flow. 
This expansion involves products of both the steady potential 
and the first-order harmonic potential. Thus, the variations in 
the steady potential field caused by airfoil shape and flow 
incidence are coupled to the unsteady flow problem through 
the governing unsteady field equations. 

The approach requires solution of the two-dimensional 
steady-state full potential equation on a blade-to-blade com­
putational mesh. The method described by Caspar (1983) is 
used to calculate the steady full potential flow within the blade 
passages. The unsteady potential flow is then calculated using 
this steady full potential flow as the mean flow for the cascade. 

A complete discussion of this method including some ex­
ample results may be found in Verdon and Caspar (1984). A 
comparison of this linearized unsteady potential method with 
experimental results from two-dimensional oscillating cascades 
has been reported in Verdon and Usab (1986). A comparison 
of the unsteady pressures due to torsional vibration of a large-
scale compressor rotor has also been reported by Hardin et 
al. (1987) showing excellent agreement. 

Flutter Solution 
Flutter occurs as a dynamic instability in which the blade 

motion becomes self-excited by extracting energy from the 
flowing fluid. This condition may develop when the aerody­
namic forces become in-phase with and eventually lead the 
blade motion. If no other dissipation mechanism exists for the 
self excitation (e.g., structural damping), the motion will be­
come unstable. 

The determination of aeroelastic stability requires the so­
lution of Eq. (4). This equation represents a complex eigenvalue 
problem, which is solved for the eigenvalues.o>\, w2. Solution 
of this second-order equation is accomplished by determining 
the roots of the quadratic characteristic equation. 

The resulting eigenvalues will be complex, and they are con­
verted to root locus form by 

-l[ — I —n + lv (6) 

The real part of this eigenvalue (/*) represents a measure of 
the aerodynamic damping ratio, and the imaginary part of this 
eigenvalue (v) represents the damped natural frequency nor­
malized by the torsional natural frequency. The system will be 
in a flutter condition when the real part of either eigenvalue 
(ji\ or /*2) becomes equal to or greater than zero. For a tuned 
rotor, the eigenvalue problem of Eq. (4) is solved N times, for 
each of the corresponding interblade phase angles of Eq. (5). 

The aerodynamic forces are dependent upon several aeroe­
lastic parameters, the most important of which are the reduced 
frequency k, relative Mach number M#,and cascade interblade 
phase angle a. Therefore, an iterative eigensolution must be 
used to determine the condition when flutter will occur, i.e., 
when n = 0. The flutter iteration for a specified blade geometry 
and cascade configuration involves prescribing either a Mach 
number or a reduced frequency, and varying the other param­
eter while calculating all interblade phase angles for the rotor. 

The present method involved specifying a Mach number 
where a flutter point is desired, and iterating on the reduced 
frequency until an unstable eigenvalue was obtained for one 
of the phase angles of the full rotor. An initial guess for the 
flutter reduced frequency is made and the eigenvalues for all 
interblade phase angles are calculated. The most unstable ei­
genvalue (eigenvalue with largest ix) is used to continue in a 
Newton iteration until convergence. 

The algorithm is expressed as 

4" + 1 ) = A#> Akp 

An 

(«) 
A* (n) (7) 

where n signifies the iteration level, kF is the flutter reduced 
frequency, and /* is the real portion of the eigenvalue for the 
most unstable interblade phase angle mode. It has been found 
that this procedure usually converges within from four to six 
iterations. 

Application of Method 

Compressor Cascade. The application of this aeroelastic 
model is presented for a cascade of blades representative of 
current compressor blade designs. The airfoil shape used for 
this work is a NACA 0006 series airfoil thickness distribution 
applied along a circular arc mean camber line. The camber 
was varied by changing the height of the camber line. The 
camber angle is represented as e, which is the difference in the 
inlet metal and exit metal angles at the airfoil leading and 
trailing edges. An illustration of the compressor cascade de­
noting the cascade nomenclature is include as Fig. 2. The 
cascade parameters chosen to represent this compressor cas­
cade are listed in Table 1. 

The airfoil inertial properties were determined using nu­
merical integration to calculate the airfoil center of gravity, 
moment of inertia, and radius of gyration. A number of airfoils 
were studied in this work, ranging in camber angles from 0 to 
30 deg. The elastic axis for all the airfoils was chosen to be at 
midchord. The airfoil properties for all of the camber angles 
studies are included in Table 2. 

The aeroelastic analyses were conducted to determine the 
effect of (1) airfoil shape and (2) steady flow incidence on the 
flutter behavior of a tuned cascade. Flutter was determined 
by solving the eigenvalue problem of Eq. (4), which includes 
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Inlet velocity 
triangles 

Steady flow 
incidence 

Fig. 2 Cascade geometry and nomenclature 

Table 1 Cascade description 

Airfoil thickness distribution NACA 0006 
Cascade stagger angle, |3, deg 45 
Cascade solidity, c/s 1.0 
Blade-fluid mass ratio, JJ. 330 
Frequency ratio, toh/oa 0.30 
Radius of gyration, VQ Varied 
E.A. - C.G. offset, x^ Varied 
Number of blades, N 12 
Elastic axis location 0.5,0.0 

Table 2 Cambered airfoil inertial properties 

Camber 
angle, 

E, 
deg 

0 
5 
10 
15 
20 
25 
30 

Center o 

X 

0.4180 
.4180 
.4179 
.4179 
.4178 
.4177 
.4175 

' gravity 

y 

0.0000 
.0083 
.0165 
.0248 
.0331 
.0415 
.0498 

rG 

0.4953 
.4955 
.4962 
.4981 
.5016 
.5045 
.5088 

\x 

-0.1640 
-.1640 
-.1642 
-.1642 
-.1644 
-.1646 
-.1652 

Fig. 3 Unsteady aerodynamic computational meshes 

not only aerodynamic properties of the system, but also the 
structural dynamic properties. This method of analysis was 
chosen because it is similar to the type of analysis that a designer 
may use during initial component design analysis. For all cases, 
the inlet relative Mach number was limited to subsonic values 
such that no shocks would appear within the cascade. This 
was done so that the effect of variations in the mean potential 
field due to blade shape and incidence could be studied, where 
there were no flow discontinuities occurring in the potential 
field. 

Aerodynamic Analysis 
The aerodynamic analysis method employed in this work 

requires that two-dimensional computational meshes be used 
to perform the finite-difference solution of the governing equa­
tions. The current method uses a blade-to-blade H-type com­
putational mesh to capture the global flow behavior over a 
single blade passage. A local C-type grid is then required to 
resolve the flows more accurately around the leading edge 
region of the blade. An example of these global and local 
computation meshes is included as Fig. 3 for a cascade having 
20 deg camber angle. A dependence upon local mesh discre­
tization was encountered during the analysis, so the leading 
edge local mesh was refined until successive flow solutions 
indicated a convergence to a steady surface pressure distri­
bution about the blade. The meshes used for all the analyses 
were of size 75 x 30 for the global mesh and 70 x 11 for the 
local mesh. 

The steady full potential flow on the cascade was computed 
using the method described previously. Calculations were per­
formed for Mach numbers up to MR = 0.7. The calculated 
static pressure coefficient CP is shown in Fig. 4 for an inlet 
Mach number of 0.60 for NACA 0006 airfoils having camber 
angles of 0, 10, and 20 deg. Calculations were also performed 
for a NACA 0006 with 10 deg camber cascade at incidence 
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angles of - 4 , 0, and 4 deg as shown on Fig. 5. This figure 
shows the off-design effects such as the large expansion near 
the leading edge for the 4 deg incidence case and underexpan-
sion, which occurs for the - 4 deg case. These conditions may 
be encountered during partial speed operation of the com­
pressor. 

The unsteady pressures due to torsional motion of the airfoil 
about the elastic axis were calculated for airfoils having camber 
angles of 0, 10, and 20 deg. The inlet Mach number was 0.60 
and the incidence angle for all cases was 0 deg. The reduced 
frequency was k = 0.22 and the interblade phase angle was a 
= 60 deg. Plots showing the unsteady surface pressure coef­
ficient difference across the airfoil are shown in Fig. 6 (real 
part) and Fig. 7 (imaginary part). The results from a flat plate 

airfoil modeled using the same method are also included for 
reference. The unsteady pressure coefficient is normalized by 
the magnitude of the torsional motion. 

It is important to observe that two basic effects are present 
for this unsteady flow problem. There is an influence due to 
the dependence of the unsteady potential equation on the un­
derlying steady potential field. In addition, there is also the 
effect of changes in the airfoil surface boundary condition for 
airfoils of different camber. A determination of which of these 
two effects is more important is not obvious based on these 
results. 

Therefore, an analysis was conducted to study the effect of 
flow incidence (changing steady potential field alone) for the 
same cambered airfoil under the same operating conditions. 
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Results showing the unsteady pressure difference caused by 
torsional motion for a 10 deg cambered airfoil at three different 
incidence angles are included on Figs. 8 and 9. As before, the 
reduced frequency was k = 0.22 and the interblade phase angle 
was 60 deg. Both positive and negative incidence angles are 
included to simulate off-design operating conditions. These 
unsteady pressure results resemble those presented for camber 
angle changes, although the imaginary pressure seem to depend 
more strongly upon incidence, particularly in the region from 
midchord aft to the trailing edge. 

Aeroelastic Analysis 
The dependence of unsteady surface pressures on the steady 

aerodynamic loading level has been studied in the previous 
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section. In the current section, an investigation of the same 
effect on the overall aeroelastic stability is presented. The flut­
ter solution for the cascades was determined by solving Eq. 
(4) for a range of camber angles and operating Mach numbers. 
The solution of this tuned aeroelastic eigenvalue problem is 
required for all interblade phase angles that occur for the rotor, 
in this case TV = 12. The resulting set of complex eigenvalues 
form the locus of roots, where one root will become most 
unstable. 

This root locus has been calculated for the sample rotor 
operating at a relative Mach number of 0.60 and a reduced 
frequency of k = 0.22. The four cases analyzed consisted of 
a flat plate airfoil, and NACA 0006 airfoils having 0, 10, and 
20 deg camber. The root locus shown on Fig. 10 shows the 
four loci corresponding to these cascades, where the eigen­
values corresponding to the torsional DOF are shown, as this 
was that most unstable mode of vibration. The modes cor­
responding to bending motion of the blade were always more 
stable than those corresponding to torsional motion of the 
blade. The numbers on the plot represent the interblade phase 
angle modes for the tuned rotor. These calculations show a 
large difference between the flat plate airfoil and the 0 deg 
camber airfoil rotors where the only difference is due to the 
airfoil thickness distribution. The rotor of uncambered airfoils 
is the most unstable, with increasing airfoil camber causing 
the rotor to become more stable. 

The above result implies that the modeling of a low cambered 
compressor under the assumption that a flat plate aerodynamic 
representation is valid may not always be as conservative as 
is often assumed. Additionally, the effect of increasing airfoil 
camber appears to cause the rotor to become more stable. In 
fact, these results imply that the flat plate results always un-
derpredict the flutter condition when compared to the results 
when airfoil shape and flow incidence are considered. 

A similar calculation was performed to determine the root 
lucus for the NACA 0006 10 deg camber airfoil at incidence 
angles of - 4 , 0, and 4 deg. As before, the relative Mach 
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number was 0.6 and the reduced frequency k = 0.22. The root 
loci are shown on Fig. 11 for the flat plate cascade and the 10 
deg camber airfoil at negative and positive incidence levels. 
These calculations were performed to determine the effect of 
off-design conditions due to inlet flow angle variations on the 
rotor stability. These results indicate that positive flow inci­
dence makes the rotor become more stable when compared to 
zero incidence. Likewise, negative incidence causes a strong 
destablization of the rotor, as shown by the large spread of 
the - 4 deg incidence eigenvalues relative to the zero incidence 
case. Obviously none of these characteristics would be iden­
tified using flat plate small-disturbance aerodynamic theories. 

Flutter Analysis 
The aeroelastic stability analysis for the rotor was studied 

in order to determine the effect of airfoil camber and flow 
incidence on the flutter behavior. The iterative flutter search 
method was implemented in order to perform the flutter anal­
ysis more efficiently. The effect of parametric changes in airfoil 
camber angle on the flutter boundary for a tuned rotor op­
erating at inlet Mach numbers of 0.5 to 0.7 was studied. Figure 
12 shows the flutter boundaries for these operating conditions 
where the fluttering mode was a torsional mode in all cases. 
Note the apparent linearity of the flutter reduced frequency 
with increasing airfoil camber. The flutter reduced frequencies 
for the flat plate are also shown on this figure as symbols. 
Note that the flat plate results are constant with changes in 
camber angle. 

The effect of variations in the mean flow incidence angle 
on the flutter characteristics was also determined. The flutter 
boundaries for the tuned rotor operating at a Mach number 
of 0.6 is shown on Fig. 13 as a function of positive and negative 
mean flow incidence angles. This figure includes the results 
for the NACA 0006 airfoils having camber angles of 0, 10, 
and 20 deg. Additionally, the flat plate flutter point is also 
shown on this figure as a point. Usually, the designer considers 
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a lower flutter reduced frequency as better, because it permits 
higher relative fluid velocities. This figure indicates that op­
erating at off-design negative incidence angles (engine decel­
eration, approaching choking) can have an undesirable effect 
on the rotor stability. These calculations were performed using 
inviscid potential flow theory, and the authors realize the lim­
itations of inviscid flow models when applied to flows at high 
incidence angles. 

Computer Time 
The use of the linearized unsteady aerodynamic theory pre­

sents a significant advantage over other recent unsteady CFD 
methods because of its rapid computational time. The current 
implementation computes one set of unsteady aerodynamic 
coefficients (i.e., Lh and Mh) in about 8 CPU seconds on the 
NASA Lewis Cray X-MP computer. The calculation of a full 
tuned rotor root locus required approximately 180 CPU sec-
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onds. The iterative flutter solution for one Mach number and 
incidence angle required approximately 1600 CPU seconds. 
These figures represent a cost advantage of more than an order 
of magnitude reduction in CPU time when compared to other 
recently proposed CFD methods. 

Conclusions 
A numerical study of the influence of steady aerodynamic 

loading on the flutter behavior of a tuned compressor rotor 
was performed. The results of this analysis imply the following: 

1 Airfoil camber and thickness have a strong influence on 
the unsteady surface pressures induced by airfoil oscillation. 

2 The effect of steady flow incidence on the unsteady sur­
face pressures can be as strong or stronger than the effect of 
airfoil camber alone. 

3 The impact of steady aerodynamic loading caused by 
airfoil camber, thickness, and flow incidence, is significant 
with respect to rotor flutter calculations when compared to a 
traditional flat-plate aerodynamic analysis. 

4 Unloaded flat plate results indicated a strong difference 
from the analyses which accounted for airfoil shape, implying 
that the flat plate assumption would not properly predict the 
occurrence of flutter. 

5 The presented results indicate that the effect of airfoil 
camber angle and steady flow incidence shows a fairly linear 
behavior with respect to flutter boundaries within the range 
of parameters which may be considered during the design proc­
ess. 

The intent of this work was not to present a complete flutter 
analysis for a specific class of turbomachinery. The objective 
was to demonstrate the effect of some practical design param­
eters on the overall aeroelastic stability of rotors. The contin­
ued development of state-of-the-art unsteady aerodynamic 
models for turbomachinery flows is making the task of aeroe­
lastic analysis of real-world blading more practical. 
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An Unsteady Lifting Surface 
Theory for Ducted Fan Blades 
A frequency domain lifting surface theory is developed to predict the unsteady 
aerodynamic pressure loads on oscillating blades of a ducted subsonic fan. The 
steady baseline flow as observed in the rotating frame of reference is the helical 
flow dictated by the forward flight speed and the rotational speed of the fan. The 
unsteady perturbation flow, which is assumed to be potential, is determined by 
solving an integral equation that relates the unknown jump in perturbation velocity 
potential across the lifting surface to the upwash velocity distribution prescribed by 
the vibratory motion of the blade. Examples of unsteady pressure distributions are 
given to illustrate the differences between the three-dimensional lifting surface anal­
ysis and the classical two-dimensional strip analysis. The effects of blade axial 
bending, bowing (i.e., circumferential bending), and sweeping on the unsteady 
pressure load are also discussed. 

Introduction 
Advanced commercial and military engines have low aspect 

ratio fan blades that are often highly swept. Aeroelastic anal­
ysis of these fan blades using the classical two-dimensional 
strip theory, which was developed for high aspect ratio straight 
blades, becomes fundamentally questionable. In fact, even for 
high aspect ratio straight blades, the two-dimensional strip 
theory is inherently limited for those vibration problems that 
exhibit large spanwise gradient of vibration amplitude. 

Analytical prediction of three-dimensional unsteady aero­
dynamic flows associated with vibration of ducted rotating 
blades was pursued by many researchers. McCune (1958a, 
1958b, 1972) and Okurounmu and McCune (1970, 1974) stud­
ied steady and unsteady lifting line and lifting surface theories 
for subsonic and transonic flows with limited results. Homicz 
and Lordi (1981) and Lordi and Homicz (1981) studied the 
steady loading problem for subsonic relative flows. Namba 
(1974, 1977), Namba and Ishikawa (1983) and Kodama and 
Namba (1989) studied the subsonic and transonic unsteady 
flow problems for helical blades. In all these works, the sonic 
cylinder at part-span location is considered, but none allows 
the steady mean flow nonuniformity in the flow field for un­
steady pressrue load calculations. 

Many researchers have studied three-dimensional unsteady 
aerodynamics and aeroacoustics for unducted propeller blades 
that are closely related to the ducted fan blade problem. 
Busemann (1952) studied the zone of influence for compres­
sible flows in the rotating environment. Hanson (1982, 1983), 
Runyan (1973), Williams (1990), and Williams et al. (1990) 
also solved the unsteady aerodynamic problem for propellers 
using the linearized potential flow model. In propeller aero-
acoustic research, Long (1983a, 1983b), Farassat (1984a, 

Contributed by the International Gas Turbine Institute and presented at the 
36th International Gas Turbine and Aeroengine Congress and Exposition, Or­
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
February 20, 1991. Paper No. 91-GT-131. Associate Technical Editor: L. A. 
Riekert. 

1984b), Das (1984), and Long and Watts (1984) used the same 
type of linear potential flow model. 

In a transonic theory formulation for ducted fan blades, 
Chi (1985,1986) developed an analytical framework that treats 
the nonuniform mean flow velocity field as a spatial distri­
bution of simple harmonic sources and doublets. It is essen­
tially a generalization of the transonic small disturbance theory 
for the fixed wing problem by Landahl (1961) to the rotating 
fan blade configuration. To maintain the analytical framework 
of the well-established transonic small disturbance theory, the 
unsteady perturbation velocity potential is used by Chi (1985) 
as the explicit unknown variable. The unsteady perturbation 
pressure is simply related to the perturbation potential by the 
linearized Bernoulli equation. This makes Chi's theory dif­
ferent from others that directly choose the unsteady pertur­
bation pressure as the unknown variable. To establish the 
solution technique for solving the perturbation velocity po­
tential together with the perturbation pressure, the subsonic 
axial flow problem that corresponds to a constant subsonic 
relative flow for each radial station was investigated in detail 
by Chi (1990a). The subsonic theory, solution procedure, and 
representative results are given in this paper. 

Theory 

Helical Baseline Flow. As shown in Fig. 1, the helical flow 
pattern specified by the forward flight speed and the fan ro­
tational speed is taken as the baselined steady flow about which 
all flow perturbations are defined. Throughout the paper, the 
fan case radius i?7-is used to nondimensionalize all coordinates, 
parameters, and physical variables as required. This is equiv­
alent to set RT equal to unity. 

At each radial location, a helix can be drawn with a pitch 
measured in the axial flow direction equal to the axial flow 
velocity multiplied by 2 ir and divided by the rotational speed 
Q. A three-dimensional helical blade can be generated by spec-
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ifying first an arbitrary space curve called the helical blade 
generator inside the flow annulus originating from a point on 
the hub surface and extending to the fan case surface, and 
then assigning at each radial station the leading edge and trail­
ing edge locations along its helix. The mathematical represen­
tation of the helical blade is given by 

z = %8 + a(r) (1) 

where o(f) is the helix number that can be interpreted as the 
axial shift of the helix at a radial station relative to the origin 
of the cylindrical coordinate system fixed to the spinning rotor 
(see Fig. 2). The helical blade generator can be made to coincide 
with, for example, the leading edge locus, the midchord locus, 
or the trailing edge locus of a real fan blade. 

Axial flow 

Fig. 2 Helical blade section 

The helical blade generated for a forward flight condition 
according to the procedure described above will not cause flow 
disturbances in an inviscid flow, because the mean flow velocity 
is everywhere tangent to the helical surface. Flow disturbances 
can only be produced by sources such as blade thickness, cam­
ber, incidence angle, blade vibration, flow path convergence, 
and flight vehicle pitch and yaw motion. The inclusion of these 
disturbance sources in formulating transonic flow analysis is 
discussed by Chi (1985). Here, we consider exclusively per­
turbations due to vibration of unloaded blades by leaving out 
other disturbance sources. 

Governing Equations. For an observer in the cylindrical 
coordinate system fixed to the rotating fan, the partial dif­
ferential equation that governs the perturbation velocity po­
tential 4> for an oscillation frequency u is the convective wave 
equation: 
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The unsteady perturbation pressure is related to the pertur­
bation velocity potential by the linearized Bernoulli equation: 

P — PIW + Q-+U-

rr 9<t> 
= -p[lo)cj>+UR—- (3) 

where Ur is the relative flow velocity at a radial station, and 
d/dx refers to the partial derivative along the helical chord. 

Boundary Conditions. The boundary conditions required 
to solve the governing equation, Eq. (2), are the following: 

(a) In the direction normal to the helical blade surface, the 
induced fluid particle velocity must match the blade 
vibration velocity. For an inviscid flow, the fluid par­
ticle is allowed to slide along the blade surface. 

(6) The jump in perturbation pressure must vanish at the 
blade trailing edge (Kutta condition). 

(c) The fluid velocity normal to the hub and casing surfaces 
must vanish. 

(d) The unsteady flow disturbances must decay or prop­
agate away from the fan in the rotating reference frame. 

Integral Equation. By applying integral theorems, the par­
tial differential equation, Eq. (2), in conjunction with the 
boundary conditions, one can derive the following integral 
equation that relates the blade up wash velocity W(r) to the 
jump in perturbation velocity potential A</> across a reference 
blade: 

W(T) = JJ K(t0, r)A0(ro)rfSo (4) 
reference 

blade and wake 

where the domain of surface integral covers the reference blade 
and its helical wake extending to downstream infinity. Here, 
the upwash velocity W is defined by 

W(x) 

df 

dx 
r, t° vi 1+ [ — r] 

\U J i— \ i _J 

1/2 . 
. «y + i — 

U 

u 
1 + 

(do/drf 

1 + 
1 

where/(x) is the displacement normal to the helical chord and 
tangent to the constant radius cylinder at a given radial station, 
df/dx is the chordwise slope of the displacement function, 
da(r)/dr represents the rate of twist variation along the blade 
span. The kernel function K(t0, r), which can be called the 
potential kernel, is related to the pressure kernel used by Namba 
(1974), and Namba and Ishikawa (1983) by a Fourier type 
integral along the helix from the load point to downstream 
infinity. See Chi (1990b) for the detailed proof. 

Kernel Function. The ' 'potential kernel'' k(r0, r) is defined 
by 

A-(r0,r) = - ^ - ( r 0 , r ) 
dnan0 

(5) 

where the cascade source solution g(ra, r) for an interblade 
phase angle a is given by 

Nb 2 

g(r„, T)=y^eHk-l)aG(r0, 60+[k- 1] -f, z0; r, 6, z) (6) 

Here, the Green's function G(r, r0) with r and ra interchanged 
for the annular duct that satisfies the zero radial gradient 
condition on the hub and case surfaces is governed by the 
partial differential equation 

V 2 G - ^ S D 2 G = 5 ( r , r0) 

= -8(r-r0)8(6-80)8(z-Zo) 0) 
r 

where the adjoint operator 2D for the reversed flow is defined 
by 

a d 
S D - K o - O — - I / — 

dO dz 

Equation (7) can be solved by performing a Fourier series 
expansion in 6 and a Fourier transform in z followed by a 
direct solution of the resultant Bessel's equation in r. The 
mathematical details are given by Chi (1986). The result is 

G(r,r0,e-60,z-z0)=(-) £ 

"A day„(r, r0, a)eia{z^") 

(fi(r)F2(r0) for/•</•„ 

(8) 

>(»-

[F\(r0)F2(r) for r>r0 

Fi (r) = K, (r)ui (RH) - u2(r)u{ (RH) 

F2(r)=ul(r)ui(RT)-u2(r)u;(RT) 

b£ > 0 

bl<0 

ui(r) 

Jn(bnr) 

In(b„r) 

"2(r) 

Yn(bnr) 

Kn(bnr) 

c 

7l/2 

ui(RH)u2(RT)-ui(RT)u2(RH) 

- 1 

ui(RH)u2(RT) - U'I(RT)U2(RH) 

bw 
1 

IVP-1 
M 

\+M\u~nTj 
M /co Q 

Here, the u[ and u2 represent the derivatives of ux and u2 with 
respect to r. 

As shown in Eq. (6) the cascade source solution g(r0, r) is 
the Fourier sum of the duct source solution G(r0, r). Because 
of the complex Fourier series format for the 6 - 80 part of the 
duct Green's function G(r, r0) and the blade summation (i.e., 
k summation) part of the cascade Green's function g(r, r0), 
it is shown below that the summation of circumferential waves 
(i.e., summation over ri) is limited to certain n values depending 
on two factors: the nodal diameter (ND) associated with the 
prescribed interblade phase angle (a), and the number of blades 
in the fan rotor (JV6). Substituting Eq. (8) into Eq. (6) and 
noting the interchange of r and r0 in the substitution, one 
obtains 
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2Nb 

\ / k=\ /i = - oo 

i oo 

day„(r0, r, a)eiaU°~z) 

- c o 

/ , \ 2 oo r Nb 

l-L\ y yy(*-i)(tf+ 
\ / « = -oo L * = l 

[*-l](2ir/JVd)-fl) 

Pm/Nrf) 

i doiy„(r0, r, a)e' ia(z„-z) 

The factor inside the square bracket must be equal to Nb or 
0, i.e., 

Nb r 

,/(A~D(a+(2™//vfc)= \Nb if « = -ND + m-Nb 

10 otherwise I>'X 

where the interblade phase angle a is related to the nodal 
diameter ND by 

cr = 2 7 T — — 
A7* 

Therefore, the cascade Green's function becomes 
2 

g(r0, r)= I — | -AV 
0 = -ND + m-Nfr 

for m = 0, ± 1 , ±2 , . 

( day„(r0, r, a)eia^o-^ 
" - o o 

which is basically A^ times the duct Green's function G(r0, r) 
except that the summation over the circumferential wave num­
ber n no longer covers all possible integer values from - oo to 
oo and instead covers only those integer n values that satisfy 
the following relationship: 

n= -ND + m-Nb 

where w = 0, ± 1 , ±2 , ... 
In Eq. (5), which defines the potential kernel function, the 

normal derivative is simply the scalar product between a gra­
dient vector quantity and the unit normal vector. Therefore, 
the kernel function K(r0, r) is related to the second derivatives 
of the cascade Green's function g(r0, r) as follows: 

d2g 1 d2g d2g 

K(r0, r)={nr ne nz 

drdr0 r0 drdd0 drdz0 

1 d2g 1 d2g 1 d2g 
r dddr0 r0r ddd60 r dddz0 

d2g 1 32 d2g 
. dzdr0 r0 dzdd0 dzdz0 

Here the unit normal components nn ne, and nz for a helical 
surface described by Eq. (1) are simply 

~da/dr 

where 

' ' " IVFI 

-U/Qr 
n « - I r r l T I 1 VFI 

= 

Ur--

1 
h~WF\ 

W + W 
= (t/2 + QV)1/2 

The three components nr , ne , nz are defined similarly. 
Besides its dependence on the load position r„ and the upwash 

location r, the potential kernel function is also a function of 
the axial flow Mach number M, the nondimensional rotor 
speed 0/(7, the nondimensional oscillation frequency w/U, the 
number of blades A^, and the number of nodal diameters Nd. 

Furthermore, in the cylindrical coordinate system, the de­
pendence of the kernel function on r0 and r appears as K(r0, 
r, d0~6, z0-z). The kernel function is singular when the load 
point r0 coincides with the upwash point r. The singularity 
behaves like 

KAto, r) = (9) 

where |32
ei is defined by 1 - M2

e,, Mrel is the relative Mach num­
ber defined as M[l +(Qr/U)2],n, and R is the compressible 
radius defined by [(x0-x)2 + $2

e\(y'o -y'?]m-

Integral Equation Solution. For a prescribed upwash ve­
locity distribution over the blade, the integral Eq. (4) is solved 
by discretizing the blade and wake surfaces and subsequently 
using a mode expansion procedure. 

First of all, the reference blade and wake surfaces are dis-
cretized into finite size constant potential elements. The po­
tential jump values for the wake elements are related to the 
potential jump value at the blade trailing edge for the same 
radius. This is because the pressure jump vanishes in the wake, 
and consequently the linearized Bernoulli Eq. (3), can be in­
tegrated to relate the potential jump in the wake to that at the 
blade trailing edge, i.e., 

A(f>(x)=A<t>(xTE)eH','/u'-HxTE-x'> forx>xTE (10) 

where x denotes the distance measured along the helix at a 
given radial station. Physically, this corresponds to vortex 
convection along the helical wake with the relative flow velocity 
Ur. Therefore, the only unknowns are the potential jumps for 
all the blade elements. 

The jump in perturbation velocity potential A</> for a given 
radial station is then expressed as a finite series expansion in 
terms of selected potential mode functions H„(x/cr): 

A*(x) 

UrCr 

The corresponding jump in perturbation pressure is also rep­
resented as a finite series expansion in terms of selected pressure 
mode functions: 

A / \ / 1 / \ 1 / 2 ^ m o d e " 1 / \ 

AP(x)_(l-x/cr\ ^ bnTJx\ ( 1 2 ) pU2 x/cr 

where T*n is the shifted Chebyshev polynomial of order n. Note 
that the same mode coefficients b„ are used for the potential 
jump and pressure jump series expansions. The series expan­
sion for pressure satisfies the x~1/2 type singularity at the lead­
ing edge as required for subsonic relative flows. 

Substituting Eqs. (11) and (12) into the linearized Bernoulli 
Eq. (3), one can show that the nth potential mode function is 
simply related to nth pressure mode function by the following 
equation: 

H„ , •_ , _0-HuCr/Vr)(x/cr) 

j = 0 

5 x/cr 

a 

where d" are the coefficients of polynomial expansion of the 
shifted Chebyshev polynomial T*n(x), i.e., 
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Fig. 3 Pressure mode functions _J—-—T*(x/c) for n = 0, 1, 2, 3, 4, 5 

(H0)R 

Reol Part,, . . . . /w=A 

ei «% oi t i 40 

x/c 

tfl 

u 

( H I ) R M 

-9i 

-19 

real Pari , n= 1 

* • • • • * ' " 

00 91 04 9ft 

x/c 

( H 2 ) R • 

Real Part , n = 2 

ID s? 94 si as is 

x/c 

(Ho)i 

imcaq Por t , n = 0 

• 4 01 IB 10 

x/c 

(Hi)i 

im«ag Par t . n = 1 

00 0? 04 00 00 10 

x/c 

(H2)i 

to 

9 1 

9 i 

10 

i m ^ g Par i . n = 2 

01 04 04 00 

x/c 

Fig. 4 Potential mode functions H„{x/d) versus x/cfor n = 0 , 1 , 2, assuming wc,/Ur=1 

r;(x) = 2 ^ 3 from the first six modes, and the corresponding potential 
mode functions are shown in Figs. 4, 5, and 6. Note that all 

1=0 pressure mode functions vanish at the trailing edge (x = 1) and 
Note that the pressure mode functions are real and the potential all potential mode functions vanish at the leading edge (x= 0). 
mode functions are frequency dependent and complex. See Chi (1990d) for the analytical details. 

Representative pressure mode functions are shown in Fig. By choosing the number of modes Nmode equal to the number 
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Fig. 6 Potential mode functions H„(x/c) versus x/c for n= 5 and 6 assuming ucr/U,= 1 

of chordwise panels for each radial station and applying Eq. 
(11) to the centroids of the blade panels, one would obtain a 
linear transformation between the unknown potential jumps 
and the mode coefficients b„. Then, by assuming constant A</> 
panels in Eq. (4), one obtains the following set of simultaneous 
algebraic equations in which the unknowns are a collection of 
mode coefficients [b„] for all chordwise strips: 

lA]{bn)=]jj (13) 

where the elements of the aerodynamic influence matrix are 
simply the integrals of the potential kernel function over the 
reference blade and wake surfaces. 

Here, the number of unknowns is the same as the number 
of blade elements, which is equal to the sum of the numbers 
of mode coefficients from all chordwise strips. Then, selecting 
the centroids of the blade elements to match the upwash ve­
locity on the right-hand side of Eq. (13) will yield the solution 
for the mode coefficients. The jumps in perturbation pressure 
are then calculated using Eq. (12). 
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Aerodynamic Influence Matrix. The calculation of the 
aerodynamic influence matrix [A] in Eq. (13) must be carefully 
handled. This is primarily due to the singular nature of the 
kernel function K(r0, r) as r0 approaches r. The singular part 
of the kernel function must be integrated analytically. Besides, 
for certain combinations of duct sizes and flow parameters, 
nondecaying propagating waves will exist and the kernel func­
tion would oscillate with a finite amplitude for large z0-z 
values. These propagating waves must be integrated analyti­
cally over the semi-infinite wake region extending to down­
stream infinity. 

Therefore, for a given upwash point, the surface integral 
given by Eq. (4) is separated into three parts: one associated 
with the integral over the blade panel surface whose centroid 
is the upwash point lVblad(. singular. o n e associated with integrals 
covering the rest of the blade panels WWade regular, and one for 
the entire wake region Wwake. Therefore we have 

singular (r) + W W regular (r) + Wwake(r) 

Integral Over Upwash-Point Panel, Wbiade s i „ s u l a r . At the 
centroid of the upwash panel, the upwash velocity is matched 
exactly. The portion of the integral shown in Eq. (4) that covers 
the upwash panel element, i.e., Wbiade singular, must be evaluated 
in two parts by writing the kernel function K(rD, r) as 

K(T0, r)=Ks(r0, r) + [K(r„, r ) - A , ( r 0 , r)] 
where Ks(r0, r) is the singular term given by Eq. (9). The first 
term Ks is integrated analytically as follows: 

{ j * , ( r „ , r)A«(r0)dS0=A«j jtf s(r0 , r)dS„ 

upwash 
panel 
element 

upwash 
panel 
element 

= A</> 
i l&U 

~7^ 

where 

/3„i = 1 - Mrej for upwash point r 

= ys^o 
e Q 2 

Ad0 = panel element size in 8 direction 

Area 5 = 
4e 

Area = surface area of panel element 

A(j> = potential jump for the panel element 
and the second term K-Ks is integrated numerically using 
Gaussian quadrature. 

Integral Over Blade Panels Besides Upwash-Point Panel, 
The kernel function is regular outside the ''blade regular \ 

upwash point panel, and therefore the integral Wbiade reguiar(r) 
is evaluated using Gaussian quadrature. 

Integral Over Wake, W„ake (r) • The integral over the wake 
surface H/

wake(r) requires a special treatment because (a) the 
wake potential jump is related to the trailing edge potential 
jump by a simple exponential factor, (b) the kernel function 
K(t0, r) in general oscillates indefinitely toward downstream 
infinity (z0-z—oo). In the wake integral, 

Wwake(r) - iJ K(t0, r)A<j>(r0)dS0 

the potential jump in the wake A4> is related to the potential 
jump at the trailing edge traced back along the same helix for 

a fixed radius /', i.e., Eq. (10). The kernel function K(r0, r) 
oscillates indefinitely toward downstream infinity with con­
stant amplitudes and a finite number of spatial periods. Rep­
resenting the spatially oscillating part of the kernel function 
by K„, one can write the full kernel as 

K{t0, r)=Ka(v0, r) + [K(r0, r ) - t f „ ( r 0 , r)] 

Then the wake integral becomes 

.Ww a k e(r)=/0 0(r)+A/(r) 

where 

/M ( r )= J j ^» ( r 0 , r)A<Kr0)dS0 

wake 

A/(r)= J j[tf(r0 , r )-*T.(r0 , r)A<f>(r0)dS0 

wake 

with the area element on a helical surface given by 

dS0=\[^\ +r'n 1 + 
da_ 

drn 
dr0dd0 

The integral A/(r) is evaluated using Gaussian quadrature. 
Meanwhile, the unknown A<j>(x) for a wake panel at a given 
radius is replaced by the new unknown A4>{XTE) for the trailing 
edge panel at the same radius using Eq. (10). 

The integral / „ must be evaluated analytically. Because of 
the use of the helical coordinate x in representing the wake 
potential jump in Eq. (10), it is convenient to choose r0, x0 

instead of rot 60 as the independent variables in evaluating the 
surface integral / „ , i.e., 

' ' c A 
Mi 

Ur 

/ - ( r ) 
f-RT 

= \ h k<t>(xTE(r„))e' Hu/Ur)xTE(r0) I ¥_ 

+ rl nm 
T -Kx(v0,T)e-^xo/uro>dx0 dr„ 

Here, the integral is first carried out along each helix {x0 in­
tegration) followed by an integral in the radial direction (r0 

integration). The radial integral is carried out again using the 
Gaussian quadrature algorithm after the x0 integral inside the 
square bracket is evaluated analytically. 

The oscillating part of the kernel function consists of a finite 
number of terms of the following form: 

eiax° 

where a is a real number. Using this asymptotic form in the 
square bracket term involving K„{t0, r), one needs to evaluate 
integrals of the following type: 

f eH~(u/uro)+a)x°dx0. 
xTE<~ro) 

which has a finite value given by 
_ei(-i<->/Vro)+a)xTE(r0) 

Ur. 
- + a 

by assuming that oi has a small but negative imaginary part. 
The assumption of a small but negative imaginary part of the 
frequency w is a means of introducing artificial viscosity into 
the flow model. An assumption of a positive imaginary part 
of oi would have made the integral along the helix become 
infinitely large, and this would correspond to "negative vis­
cosity," which is physically unrealizable. 

Therefore, the K„ integral can be written as 
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Axial Mach Number (M) 

Rotor Speed (H/U) 

Hub to Tip Ratio ( R H / R T ) 

Number of Blades (Nt,) 

Special Feature 

Axial Chord (Ca/RT) 

Helical Chord (Cr/RT) 

Blade Motion 

Frequency (u/U) 

Nodal Diameter (N^) 

Table 1 Baseline cascade properties 

Cascade A 

0.5 

1 

0.5 

30 

Midchord Locus is Radial 

Constant 0.1 

Varying Along Span 

Unit Angle of Attack 

0 

0 

Cascade B 

0.3 

2.4744 

0.4 

30 

Midchord Locus is Radial 

Constant 0.0666666 

Varying Along Span 

Circumferential Bending 

3 

6 

Cascade C 

0.5 

1.597 

0.35 

15 

Leading Edge Locus is Ra­
dial 

Varying Along Span 

Constant 0.333333 

Pitching About Leading 
Edge 

2.396 

0 

XTE^ 

^(r0)r)e- / ("V%)^o=2 
ieHaj-(u/Urf)))xTE(r0) 

Ur 

where the summation over j includes as many terms as the 
flow condition dictates. 

Results 

Baseline Cascade Configurations. Three cascade config­
urations, designated as Cascade A, Cascade B, and Cascade 
C, are analyzed using the analysis procedures described above. 
The number of panels for blade discretization depends on the 
size of the blade and the required accuracy for the unsteady 
pressure jump. Generally, satisfactory results can be obtained 
using eight chordwise elements, six span wise elements, and a 
wake axial length equal to the maximum axial extent of the 
blade. A typical computational runtime is thirty minutes on a 
VAX workstation Model 3100. 

The geometric properties and flow conditions for these cas­
cade configurations are given in Table 1. The helix numbers 
a{r) for all these baseline cascade configurations are zero so 
that the helical blade for these cascades always contains a 
straight radial line which defines the radial coordinate. All 
pressure jump data are normalized by the local values of pU2

r. 

Cascade A. Cascade A has 30 high-aspect-ratio blades (as­
pect ratio near 5) with a constant axial chord. The midchord 
locus of the blade coincides with a straight radial line corre­
sponding to zero helix number a(f) = 0. 

For an axial flow Mach number M = 0.5 and a nondimen-
sional rotor speed 12/ (7=1, Lordi and Homicz (1981) calculated 
the sectional lift forces for a steady flow produced by a unit 
angle-of-attack twist of the blade. For the same flow condition, 
Fig. 7 shows the detailed pressure jump distributions calculated 
using the present three-dimensional theory and the classical 
two-dimensional strip theory (Chi, 1980). In the three-dimen­
sional analysis, the blade is discretized into five steps of equal 
radial width and each strip is further divided into four equal 
chordwise elements. For each radial station, the length of the 
wake surface included in the analysis is equal to the blade 
chord for that radial station. Because of the high aspect ratio 
of the blade and the constancy of the blade displacement along 
the span, the steady pressure distributions for all radial stations 
exhibit very strong two-dimensional flow nature. 

Cascade B. Cascade B represents a rotor of 30 high-aspect-
ratio blades (aspect ratio near 6) with a constant axial chord 
that is one-third smaller than the Cascade A blade. The mid-
chord locus is again radially straight. For an axial flow Mach 

number 0.3 and a nondimensional rotor speed Q/U equal to 
2.4744, Namba and Ishikawa (1983) calculated the pressure 
jump distributions due to the six nodal diameter circumfer­
ential bending vibration of forward traveling wave type at a 
reduced frequency co/t/equal to 3.0. The first bending mode 
shape of a cantilever beam was used to represent the radial 
variation of the bending displacement amplitude. However, 
the displacement amplitude at the blade tip was not clearly 
stated in his paper. 

Assuming the amplitude of the circumferential bending dis­
placement at the blade tip is unity relative to the fan case 
radius, the three-dimensional unsteady pressure distributions 
are calculated using six aerodynamic strips with four chordwise 
blade elements and twenty wake elements for each strip. In 
Fig. 8, the three-dimensional results are compared with the 
two-dimensional strip theory. Because of the large variation 
of bending displacement amplitude from the blade root section 
to the blade tip section, a strong radial flow interaction ap­
parently brings down the two-dimensional strip theory load 
near the blade tip by more than 50 percent. On the other hand, 
near the hub, the unsteady load is increased from its minimum 
two dimensional load (exactly zero at the hub because zero 
local blade motion) to a moderate level. 

Cascade C. Cascade C represents a fan rotor of 15 blades 
with an aspect ratio near 2. The blade chord remains constant 
(chord normalized by fan case radius equal to 0.333333) along 
the span so that the axial chord decreases radially outward. 
The leading edge locus is a straight radial line which is also 
the pitching axis of the blade. This cascade configuration was 
used by Williams (1990) in his low Mach number propfan 
airload calculations. 

For an axial flow Mach number 0.5 and a nondimensional 
rotor speed 1.597, Fig. 9 shows the calculated three-dimen­
sional pressure jump distributions compared to the two-di­
mensional strip theory load due to a zero nodal-diameter 
pitching oscillation about the straight leading edge locus at a 
reduced frequency oi/U equals to 2.396. In the three-dimen­
sional analysis, the blade span is divided into six strips and 
each strip is further discretized into eight chordwise elements. 
The wake length included is twice the blade chord at each 
radial station. The strong two-dimensional nature of the un­
steady pressure is clearly seen primarily because the pitching 
amplitude is constant along the blade span. 

With the same flow condition and pitching oscillation fre­
quency, calculation is made by introducing a linear pitching 
amplitude distribution along the span (zero pitching at the root 
and unit pitching angle at the tip). This variation of Cascade 
C is designated as Cascade D. The result is shown in Fig. 10. 
The pitching airload is reduced near the tip and the hub load 
is increased because of the enhancement of the three-dimen-
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Fig. 8 Cascade B—Unsteady pressure jump distributions for bending vibration: two-dimensional versus three-dimensional 

Journal of Turbomachinery JANUARY 1993, Vol. 115 /183 

Downloaded 01 Jun 2010 to 171.66.16.60. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ap 

<?Ur 

& e & ® 

A A A 

2D Strip Theory - Real Part 
2D Strip Theory - Imaginary Part 
3D Theory - Real Part 
3D Theory - Imaginery Part 

M = 0.5 
fi/U = 1.597 
R H = 0.35 
R T = 1 
N b = 15 
co/U = 2.396 
N d = 0 

r = 0.8 
M r e i = 0.8112 

r = 0.925 
M r e l = 0.8919 

r = 0.7 
M r e i = 0.75 

r = 0.6 
M r e i = 0.6925 

r = 0.5 
M r e l = 0.6398 

r = 0.4 
M ^ i = 0.5933 

0.0 02 0.4 0.6 0-9 1.0 

x/c 
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Fig. 10 Cascade D—Unsteady pressure jump distributions for linear pitching oscillation: two-dimensional versus three-dimensional 
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Fig. 12 Effect of tangential bowing of cascade C blades on three-dimensional unsteady pressure jump distributions 
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Fig. 14 Effect of linear backward sweep of cascade C blades on imaginary part of three-dimensional unsteady pressure distributions 

sional radial flow interaction by the significant radial variation 
of the blade displacement amplitude. 

Effect of Bending, Bowing, and Helical Sweep. To study 
the effect of blade bending (in the engine axis direction), bow­
ing (in the circumferential direction), and sweeping (by sliding 
blade sections along the helix at each radial station), the Cas­
cade C baseline blade configuration is bent axially, bowed (i.e., 
bent circumferentially), and swept and three-dimensional un­

steady aerodynamic analyses are carried out. Any of these 
blade deformations will introduce a nonzero helix number 
distribution o(r) along the blade span. As the blades are de­
formed, the pitching axis for each radial station still remains 
at its own leading edge in order to make a sensible airload 
comparison. 

Axial Bending. In Fig. 11, the three-dimensional pressure 
jump distributions for the baseline Cascade C rotor are com-

186/Vol . 115, JANUARY 1993 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.60. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



I l l 

# ^ ^ 

M 

n/u 
R H 

R T 

N b 

«/U 

N d 

= 
= 
= 
= 
= 
= 
= 

0.5 
1.597 
0.35 

1 
15 
2.396 

0 

Tip Axial S hif t /RT 

0 
0.3 

0.5 

R 

r = 0.8 
M r e i = 0.8112 

r = 0.7 
M r e , = 0.75 

r = 0.925 

M r e i = 0.8919 

r = 0.6 
M r e , = 0.6925 

r = 0.5 
M r e , = 0.6398 

* *»**g9gPtw»mipa*tt^MjSg«A«»+H * 

r = 0.4 
M,.,,! = 0.5933 

x/c 
Fig. 15 Effect of linear forward sweep of cascade C blades on real part of three-dimensional unsteady pressure distributions 
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Fig. 16 Effect of linear forward sweep of cascade C blades on imaginary part of three-dimensional unsteady pressure distributions 

pared with those for an axially bent rotor. The amount of 
axial bending is distributed linearly along the blade span with 
zero bending at the blade root and the maximum axial back­
ward bending distance equal to 10 percent of the fan case 
radius. The majority of the unsteady airload distribution pat­
tern shows an increase in its magnitude due to backward bend­
ing of the blades. 

Bowing (i.e., Circumferential Bending). Figure 12 shows 
the comparison between the pressure jump distributions for 
the baseline Cascade C rotor and those for a circumferentially 
bowed rotor. The amount of circumferential bending is dis­
tributed linearly along the blade span with zero bowing at the 
blade root and a maximum circumferential angle movement 
of 9.15 degrees opposite to the direction of rotation at the 
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blade tip. The airloads are seen to increase for the outer span 
and decrease for the inner span due to the circumferential shift 
of the blades. 

Sweep. The baseline Cascade C blades are swept by sliding 
the helical chord along the helix forward or backward at each 
radius. Blade sweeping defined in this manner maintains the 
zero helix number associated with the baseline blades and sim­
ply changes the leading edge and trailing edge locations of each 
blade section along the helix. 

For blades with backward sweep, Figs. 13 and 14 show the 
real and imaginary parts of the pressure jump distributions, 
respectively. Two swept configurations are analyzed: One cor­
responds to an axial shift of 30 percent of the fan case radius, 
and another 50 percent of the fan case radius. Backward sweep 
is seen to reduce the airload in general. For blades with forward 
sweep, similar results are shown in Figs. 15 and 16. 

Conclusions 
An analytical method has been developed to compute sub­

sonic unsteady pressure jump distributions on oscillating blades 
of an ducted engine fan. The method utilizes an aerodynamic 
kernel function that absorbed the fan hub and case boundary 
conditions and the interblade influences so that an integral 
equation that relates the potential jump across the lifting sur­
face to the upwash distribution can be solved by discretizing 
only the blade and wake surfaces. 

Representative results calculated for three standard cascade 
configurations are given covering zero to high frequency os­
cillations due to bending as well as torsional motion. One of 
the baseline cascade configurations is further deformed to al­
low the effect of blade axial bending, bowing (i.e., circum­
ferential bending), and sweeping on unsteady airloads to be 
clearly observed. 

The three-dimensional effect is generally important for low-
aspect-ratio, swept blades for obvious reasons. For high-as­
pect-ratio blades, the three-dimensional effect is also impor­
tant, because the radial variation of the vibration mode shape 
is in general large enough to trigger significant spanwise un­
steady flow interactions that usually reduce the airload for the 
outer span and elevate the airload for the inner span sections. 
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Optical Measurements of 
Unducted Fan Flutter 
The paper describes a nonintrusive optical method for measuring flutter vibrations 
in unducted fan or propeller rotors and provides detailed spectral results for two 
flutter modes of a scaled unducted fan. The measurements were obtained in a high­
speed wind tunnel. A single-rotor and a dual-rotor counterrotating configuration 
of the model were tested; however, only the forward rotor of the counterrotating 
configuration fluttered. Conventional strain gages were used to obtain flutter fre­
quency; optical data provided complete phase results and an indication oftheflutter 
mode shape through the ratio of the leading- to trailing-edge flutter amplitudes near 
the blade tip. In the transonic regime the flutter exhibited some features that are 
usually associated with nonlinear vibrations. Experimental mode shape and fre­
quencies were compared with calculated values that included centrifugal effects. 

Introduction 
Optical measurement of flutter vibrations (Nieberding and 

Pollack, 1977) has been used in turbo-machinery for a number 
of years. However, because this method requires the proximity 
of a wall next to the blade tips, it is unsuitable for unducted 
fans and propellers. To measure the steady-state deflections 
for these rotors, Kurkov (1988, 1990) applied another method 
in which a laser beam is directed across the rotational plane 
to a photodetector. As illustrated in Fig. 1, the laser and the 
detector are positioned remotely so that they do not interfere 
with the flow. As the beam is chopped by the rotor, a series 
of pulses are generated (Fig. 2). These pulses are indicative of 
the instantaneous positions of the blades. 

The paper illustrates the use of this method to measure 
unsteady displacements during flutter of an unducted fan model 
installed in a high-speed wind tunnel. Because of the complexity 
of the flutter in the transonic region, additional information 
provided by the displacement data was essential for interpreting 
flutter modes. 

Beyond the flutter instrumentation aspects, the paper pre­
sents new experimental data in the transonic flutter regime for 
a composite unducted fan model rotor. Particular attention is 
placed on reporting features that, in general, are associated 
with nonlinear vibrations, since the nonlinear aspects of flutter 
in the transonic region are of current interest. Bendiksen (1990) 
has presented some results obtained by a simultaneous solution 
of nonlinear aerodynamic and structural equations. The flutter 
mode arrived at by Bendiksen is essentially chordwise bending 
with the strong participation of the trailing edge. 

Most of the results that are relevant for comparison with 
theoretical solutions are presented in the section entitled "Flut­
ter Modes." The more detailed results presented in the section 
entitled "Flutter Spectra" illustrate some of the dynamic as-

Contributed by the International Gas Turbine Institute and presented at the 
36th International Gas Turbine and Aeroengine Congress and Exposition, Or­
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
January 25, 1991. Paper No. 91-GT-19. Associate Technical Editor: L. A. 
Riekert. 

pects of flutter as well as techniques used in the analysis. 
Therefore, the material in this section should also be of interest 
to the data analyst. 

Following the usual practice, the performance and blade 
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Fig. 3 Geometry of laser beam and blade section; d, denotes measured deflection; 7 denotes laser beam 
incidence; /?' and 0 denote deflected and undetected blade angles 

element parameters in this report were calculated by using the 
free-stream conditions. However, for accurate comparison with 
theoretical results, these parameters should be adjusted for the 
axial flow acceleration due to the nacelle forebody. The ex­
perimental data of Podboy and Krupar (1989) obtained with 
the same nacelle and similar blades indicate that the axial 
velocity at the tip increased by about 6.5 percent of the free-
stream velocity. 

Experimental Measurements 
The same equipment can be used to measure the steady-state 

deflections (Kurkov, 1988) and the flutter vibrations. The only 
difference is that the steady-state deflections remain essentially 
constant for every revolution, whereas vibratory deflections 
vary (excluding the integral engine-order vibrations). The 
steady-state component of the signal is obtained by averaging 
blade pulse times measured with respect to the once-per-rev-
olution pulse over a number of revolutions (typically about 
100). The dynamic pulse-displacement times are obtained by 
subtracting the averaged steady-state times from the original 
pulse times. 

The geometry of deflection measurement in plane perpen­
dicular to the blade pitch (Z) axis is given in Fig. 3. The 
coordinate system in this figure is fixed with respect to the 
undeflected blade, and therefore, the laser beam is rotated 
relative to the undeflected blade to depict the intersection of 
the beam and the deflected blade. The experimentally 
measured displacements are along the arc (centered with respect 
to the rotational axis) subtended by the vector d, (Fig. 3). The 
geometric relationships for various degrees of approximations 
are given by Kurkov (1988). The relationships still hold for a 
single-degree-of-freedom flutter, provided that either the in­
stantaneous dynamic deflection or the vibratory amplitude is 
substituted for the steady-state deflection. 

In this paper deflections are left essentially in the same form 
as they are defined in the experiment. Therefore, for com­
parison with experimental data, the calculated displacements 
along the major axes are used to derive the displacements that 

are equivalent to the experimentally measured displacements 
as shown in Fig. 3. 

In the experiment only the forward rotor fluttered. There­
fore, during the alignment of the laser beam it was necessary 
to bypass the rear rotor by tilting it slightly toward the axis. 
It was also desirable to intersect a blade with the laser beam 
in the plane approximately perpendicular to the pitch axis and 
to form some small positive incidence angle 7 relative to the 
blade chord in the plane of intersection. These requirements 
could be satisfied provided that the blade-beam intersection 
occurred somewhat past the 12 o'clock position (facing the 
rotor). The beam intersection time was minimized by focusing 
the beam on the intersecting blade. Optical line filters were 
used to cut down the extraneous light. The silicon photodiode 
detector and the amplifier were manufactured by United De­
tector Technology, and the helium-neon laser by Aerotech. 

The displacement data were recorded during the test on a 
magnetic tape by using a frequency-modulated wideband II 
magnetic recorder (Honeywell 101). The frequency bandwidth 
was 500 kHz. The desired real-time digitizing speed was 
achieved by reducing the tape speed on playback. A concurrent 
computer model 5450 was used to digitize and process the data. 

Since the displacement data were digitized at a near-constant 
rate of 12,000 points per revolution, it was convenient to ex­
press absolute displacements in digitized units (i.e., in 1/ 
12,000th of the revolution fraction). Similarly, in most cases 
it was convenient to express frequency in engine orders E, since 
in this way a clear distinction is made between the forced 
response and the self-excited vibrations. 

Figure 4 illustrates the blade planform and the first three 
natural modes calculated for a stationary blade in a vacuum. 
The calculated frequencies are also given in the figure. The 
blade was designed by General Electric as one of the model 
blades (designated F21) for its unducted fan engine. It has a 
graphite/glass shell and a half-span titanium spar. Tip diameter 
is 61.8 cm and tip sweep angle is 45 deg. There were 13 blades 
on the forward and 10 on the aft rotor. More information on 
this and related blades and tests is available (Balan et al., 1988). 

At the time of these tests there were three active strain gages 
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Fig. 5 Campbell diagram 

on the forward rotor on three different blades (denoted as 
channels 4, 6, and 12). These gages were mounted near a blade 
tip and were sensitive to twist deformation and rather insen­
sitive to bending. 

Except for the windmill points, flutter was approached for 
a set wind tunnel Mach number by increasing rotational speed. 
For the windmill points flutter was approached by increasing 
the tunnel Mach number. These steps were reversed to get out 
of flutter. The shutdown was triggered automatically when the 
stress limit was exceeded, except for windmill points, when it 
was performed manually. 

Flutter Modes 
As already mentioned, there were two distinct flutter modes. 

During the preliminary analysis of the flutter data, it became 
apparent that in the higher frequency mode flutter occurred 
over a fairly wide frequency range. In order to examine the 
reason for this variation, the subsequent flutter points were 
selected so that they spanned the full observed frequency range. 
Some of the points selected for the detailed analysis were from 
the dual-rotor tests. As a rule, however, the data from the 
single-rotor tests were favored. 

Figure 5 presents the Campbell diagram that includes all the 
data points discussed in this report; however, no distinction 
is made between the dual and the single-rotor tests. The fre­
quencies for the first two modes were calculated for the blade 
setting angle of 58 deg. In order to illustrate variations in 
frequencies with the blade setting angle, two points for (5 = 
55 deg and 61.2 deg were also included. 
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Fig. 6 Ratios of leading- to trailing-edge flutter amplitude and nodal 
diameters 

The displacement spectral results were available for both the 
leading and trailing edges at a near-tip span. Consequently, 
by taking the ratio of the leading- to trailing-edge flutter am­
plitudes, an indication of the flutter mode shape could be 
obtained. This ratio was also calculated from the natural mode 
shape for the associated mode. The calculated natural mode 
shape included the centrifugal effects, but it did not include 
the effect of added mass due to air density or the modification 
of the deflected shape due to air loads. 

In order to locate the two points properly in the finite element 
model that correspond to the intersection of the laser beam 
and the blade contour in the experiment, a similar procedure 
as for the steady-state deflections (Kurkov, 1988) was adopted. 
The deflected points were obtained by intersection of a line 
representing the laser beam and the deflected contours of the 
leading and trailing edges. Two deflected shapes were consid­
ered. The first one included only the centrifugal steady-state 
deflection. The second one included both the centrifugal and 
modal deflections represented by the vibratory amplitude. In 
order to approximate the experimental conditions the modal 
deflections were scaled so that they were small relative to the 
centrifugal. The simulated experimental modal amplitudes were 
obtained as the difference between the tangential displacements 
(d, in Fig. 3) associated with the second and first deflection 
calculations. (Note that both deflection calculations were eval­
uated relative to the undeflected finite element blade contour.) 
Because most of the steady-state deflection for these blades 
was caused by centrifugal forces, and because the agreement 
between the calculated and measured deflections for the par­
ticular blade was good (Kurkov, 1988), this procedure should 
give a good representation of the equivalent experimental lead­
ing- to trailing-edge amplitude ratio. 

Modal ratio results are presented in Fig. 6. The calculated 
results are shown by the large open symbols (in Fig. 5 they 
were shown by small open symbols). They were obtained for 
the two extreme blade setting angles /3 of 55 deg and 61.2 deg 
arid for the rotational speeds that span the experimental range 
for the associated blade angles. Thus they illustrate calculated 
variation in frequencies and modal ratio for the experimental 
range of rotational speeds and blade angles. Also noted in the 
figure are the predominant nodal diameters associated with 
each point. They were obtained from the overall displacement 
spectra as described in the next section. 

The cluster of points near the first natural frequency appears 
to be associated with the single-degree-of-freedom flutter mode, 
since both the frequency and the mode shape deviate by a 
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relatively small amount from the calculated values for the first 
mode. This differs from previous experience with another ad­
vanced propfan composite model, where the experimental flut­
ter frequencies were between the first two natural modes 
(Mehmed and Kaza, 1986; Kaza et al., 1987). Note that the 
second mode for these blades was mainly torsion, rather than 
second bending as for the current blades. The experimental 
flutter frequency for a composite blade reported by Crawley 
and Ducharme (1989) was also between the first two in-vacuum 
natural modes; however, the second mode for this blade was 
second bending. 

Predominant nodal diameters for this group of points in 
Fig. 6 range from - 3 to — 6. The slight shift in frequencies 
is of the order of the variation caused by the change in the 
rotational speed or the blade setting angle (3, as shown by the 
large open symbols. The solid symbols correspond to the dual-
rotor configuration. 

Although most of the plotted points in Fig. 6 are associated 
with the primary response (or the dominant peak), some points 
associated with the secondary response (or minor peaks) were 
also plotted. Therefore, this figure also includes some points 
for which the stress level was relatively low, of the order of 2 
kN/cm2 rather than the 4 to 6 kN/cm2 for most of the flutter 
points. This permitted a more complete documentation of all 
the modes and frequencies and revealed some of the changes 
in response with deeper penetration into the flutter region. 
(Note that the current flutter theories can only deal with flutter 
inception.) 

The second group of points in Fig. 6 is clustered to the right 
and slightly below the second natural mode. This mode has a 
nodal line near the tip as shown in Fig. 4. As a result, the 
displacement of the trailing edge is much higher than that of 
the leading edge. The phase angle in both the experimental 
and calculated displacements is such that the center of rotation 
is in front of the leading edge. The spread in frequency for 
this mode is larger than can be attributed to the speed or the 
blade setting angle variation. The frequency spread is partic­
ularly large for the - 2 nodal diameter. It is 64 Hz, which is 
about twice what would be expected from a calculated in-
vacuum frequency variation for the range of experimental vari­
ables. Note, however, that in the experimental variables circles 
fall to the right of triangles, Fig. 6, as predicted by the in-
vacuum modes. The mode shape for all points is reasonably 
close to the calculated shape, particularly taking into account 
the fact that the displacement amplitude at the leading edge 
is fairly small and, therefore, may not be accurate. 

The response away from the immediate vicinity of the two 
natural frequencies is, in general, secondary and of low stress 
or displacement amplitude level. However, it does illustrate 
the rather wide possible range of nonintegral-order, self-excited 
vibrations in the transonic flow regime. These points corre­
spond to positive nodal diameters of 2 and 3. Only one of 
theses points, the 3-nodal-diamter, (3 = 61.2 deg point with 
the amplitude ratio of 0.2, is near the natural mode. (Note 
that without the knowledge of amplitude ratio, the group of 
points with positive nodal diameters would not stand out from 
the zero and negative nodal diameter points clustered around 
the second natural mode.) 

The frequency spread of the higher flutter mode was ex­
amined further by plotting the tip relative Mach numbers for 
these points in terms of frequency in Fig. 7 and in terms of 
advance ratio J in Fig. 8. (Advance ratio J is defined as the 
ratio of the free-stream axial velocity and a product of the 
rotational frequency n and the tip diameter D.) Below a relative 
Mach number of about 0.98, the predominant response is the 
zero-nodal-diameter mode with some secondary response at 
the - 1 mode at frequencies about 50 Hz higher. Above the 
relative Mach number of 0.98, the —2-nodal-diameter mode 
appears at the high end of the frequency range. The frequency 
gap evident in Fig. 7 at low relative Mach numbers is ultimately 
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closed by the - 2-nodal-diameter points at the high limit of 
the relative Mach number. Despite this frequency spread for 
different nodal diameters and relative Mach numbers, the flut­
ter data correlate fairly well in Fig. 8, where the independent 
variable is the advance ratio / , which is essentially a measure 
of the relative flow angle. For a given value of J, the higher 
value of the blade setting angle corresponds to a higher inci­
dence. The two points that seem to deviate from the others 
illustrate the incidence effect on the flutter. The square, cor­
responding to a blade setting angle of 58 deg at 7 = 2.6, 
indicates a drop in the flutter boundary because of the high 
incidence (it is the low end of J for this value of /5), and the 
circle, corresponding to a blade setting angle of 55 deg at J 
= 2.94, indicates a rise in the flutter boundary because of the 
low incidence (it is the high end of J for this /3). 

During the spectral analysis of the displacement data, it was 
noticed that for a number of flutter points associated with the 
higher flutter frequencies the flutter frequency fell close to a 
four-engine-order response. However, none of these points 
have the - 4-nodal-diameter phase relationship that is neces­
sary for the 4 E forced response mode. In Fig. 9 the data from 
Fig. 8 are plotted in terms of engine-order frequency. However, 
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since the O-nodal-diameter points are clustered in a narrow 
frequency range in Fig. 8, they were not included in Fig. 9. 
(They would scatter in the range from 3.55 E to 3.88 E in Fig. 
9.) Except for the two highest Mach number points (which 
were the windmill points) for /3 of 55 deg and 61.2 deg with 
nodal diameters of - 1 and - 2 , respectively, and the — 1-
nodal-diameter, /3 = 55 deg point at 3.84 E, all the points 
cluster within 0.1 E of the 4 E frequency. However, on the 
whole, the frequency spread for the - 1-nodal-diameter, ft = 
55 deg points in Fig. 9, is not narrower than that in Fig. 7. It 
appears, therefore, that the response for this mode may be 
unrelated to the 4 E excitation. 

The two right-most points in Fig. 9 for (3 = 61.2 deg and 
- 2 nodal diameters, which are farthest from the 4 £ frequency, 
are reasonably close to the lower-frequency (about 485 Hz), 
O-nodal-diameter cluster of points in Fig. 7. However, the 
remaining - 2-nodal-diameter points, which are associated with 
the higher frequency range in Fig. 7, are all closely clustered 
about the 4 E line in Fig. 9. This suggests a' possible interaction 
between the - 2-nodal-diameter mode and the 4 E response, 
which is only possible for nonlinear vibrations. This should 

also warrant some caution when interpreting flutter frequency 
close to an observed integral engine-order response. 

The stability boundary for the first flutter mode is presented 
in Fig. 10. For j3 = 58 deg, and for the highest Mach number 
point for /3 = 61.2 deg, the response in the first flutter mode 
was secondary to the response in the second flutter mode. For 
the point corresponding to the highest J (fi = 61.2 deg wind­
mill), the spontaneous amplitude growth was simultaneous for 
both flutter modes. The part of the flutter boundary formed 
by these points is marked by ml (i.e., second mode) in Fig. 
10. Flutter strictly associated with the first mode occurred in 
a narrow range of J. As for second-mode flutter, the effect 
of incidence was destabilizing. A large increase in mistuning 
was noticed for the lowest Mach number (or the highest in­
cidence) points. 

The reduced frequency based on the semichord at 80 percent 
of the span was in the range 0.2 to 0.22 for the first flutter 
mode and 0.34 to 0.41 for the second. 

Flutter Spectra 
The spectral analysis of data obtained in a stationary ref­

erence frame, such as the flutter displacement data, was doc­
umented previously (Kurkov, 1984), and hence, only a brief 
overview is given here. One of the features of the displacement 
data is that the sampling rate cannot be varied arbitrarily as 
it is fixed by the rotational speed and the number of blades. 
Since the flutter frequency is usually greater than the rotational 
frequency, if each individual blade is analyzed separately, the 
resulting spectra will be folded several times in the region to 
the left of 1/2 E frequency. On the other hand, if all the blades 
are included as they are sampled, the sampling rate per rev­
olution is then equal to the number of blades, and the folding 
frequency, expressed in engine orders, is increased to half the 
number of blades. This sampling method is therefore the choice 
method in most cases and was used in this study. 

The other feature of the displacement spectra is that the 
observed frequency associated with flutter is shifted away from 
the true flutter frequency by an exact multiple of engine orders. 
This shift, expressed in engine orders, is equal to the nodal 
diameter wave of the flutter mode. The shift is to the right for 
positive nodal diameters and to the left for negative. 

The spectral analysis of the displacement data was optimized 
by selecting a nearly integral number of cycles in the time 
domain. This was possible because of the use of Singleton's 
(1969) algorithm. For the most part, no such optimization was 
carried out for the strain gage spectra. In order to facilitate 
the comparison with the displacement spectra, only the low 
end of the strain gage spectra was displayed. 

In this test, the frequency was determined from the strain 
gage spectra. With the frequency known, the displacement 
spectra yielded the nodal diameters associated with the flutter 
mode. Several nodal diameters associated with a single flutter 
frequency signify mistuning (Whitehead, 1966). The flutter 
amplitude and phase distribution around the rotor in this case 
are nonuniform and must the obtained by superposition of 
several nodal diameter modes. 

Note that the integral order response cannot be detected in 
the displacement spectra because of the nature of the sampling 
process. Hence all the responses in these spectra, in the absence 
of any sources, are associated with self-excited vibrations. 

The next several figures illustrate the flutter history for the 
point in Fig. 7 with a frequency of 502.3 Hz, a relative Mach 
number of 1.081, and (3 = 61.2 deg. The strain gage and 
displacement spectra of fully developed flutter corresponding 
to 7512 rpm and a tunnel Mach number of 0.8 are given in 
Fig. 11 and 12. In order to illustrate the difference in the flutter 
displacement amplitudes at the leading and trailing edges, both 
spectra are plotted in Fig. 11. The stress in Fig. 12 was nor­
malized with respect to the highest peak, 7.14 kN/cm2 (dashed 
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line). Unless stated otherwise, when referring to Fig. 12 the 
solid curve corresponding to N (N = 8192) points is implied. 

The flutter peak at 4.012 E or 502.3 Hz in the strain gage 
spectrum (Fig. 12) is shifted by 2 E to the left in the displace­
ment spectrum (Fig. 11). Such a shift implied (Kurkov, 1984) 
that the mode is - 2 nodal diameters. The two peaks in Fig. 
11 at 6.26 and 6.29 £ correspond to 3.74 and 3.71 £ (or 468.3 
and 464.3 Hz) peaks in Fig. 12. The fact that the fractional 
parts of the corresponding engine-order frequencies in these 
two figures add up to 1 indicates that the two peaks in the 
displacement spectrum are folded about 6.5 £ (or one-half the 
number of samples per revolution). Taking into account fold­
ing, the frequency shift for these two peaks relative to the 
strain gage spectrum is 3 £ and, therefore, they correspond to 
3 nodal diameters. The strain gages are less sensitive to these 

T i m e , s e c 
Fig. 15 Blade-tip stress (channel 6) at 7505.6 rpm: blade setting angle, 
/3, 61.2 deg; Mach 0.8 

$ 
X 

0.2 0.3 
T ime , s ec 

Fig. 16 Blade-tip stress (channel 6) at 7512 rpm, showing spontaneous 
flutter (beyond 0.4 sec signal is clipped): blade setting angle, /3, 61.2 deg; 
Mach 0.8 

modes than the displacements (Fig. 11) compared with the 502. 
3 Hz mode. In fact, if the displacement data were not available, 
these modes would probably be overlooked. 

Figure 13 presents the displacement spectrum obtained for 
a slightly lower rotational speed of 7505.6 rpm. (The tunnel 
Mach number was 0.8, the same as for Figs. 11 and 12.) The 
corresponding strain gage spectrum is plotted as a solid line 
in Fig. 14, superimposed on the 7512-rpm spectrum (dashed 
line). The 4.012 E, 502.3-Hz mode could not be detected in 
the strain gage spectrum in Fig. 14. Instead, there was a no­
ticeable response at 4 E frequency and nonintegral responses 
at 2.39 E and 3.72 E corresponding to frequencies of 299.2 
Hz and 465.2 Hz (essentially overlapping the 464.3-Hz peak). 
The two associated peaks in the displacement spectra (Fig. 13) 
are at 6.28 E and 1.61 E. They are folded about 6.5 £ and 0 
E, respectively, and correspond to nodal diameters of 3 and 
- 4 . As expected, the response associated with 4 E frequency 
in the strain gage spectrum is absent in Fig. 13. (Because of 
the - 4-nodal-diameter phase required by the 4 E forced ex­
citation, this response would be expected at 0 E.) 
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58.1 deg (forward) and 58.6 deg (aft); Mach 0.7 rotational speeds, 8052.5 
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The raw stress levels at these two rotational speed are illus­
trated in Figs. 15 and 16. The signal was clipped beyond 
0.4 s in the last figure because the tape recorder amplifier 
saturated. The analysis did not include the interval beyond the 
clipping point. (Even if the signals were not clipped, it would 
probably not be wise to include any appreciable portion of the 
high-amplitude region, as it is uncertain at which point the 
autoshutdown started to affect the flutter amplitude.) 

In order to indicate the frequency contact during the spon­
taneous growth period for this flutter point, an additional stress 
spectrum was obtained covering only the second half of the 
time period that is associated with the first spectrum. This 
resulted in half the resolution of the previous spectrum but 
gave more weight to the higher stress data sampled near the 
end of the interval. The two spectra are compared in Fig. 12. 
The peak response for the second (N/2) spectrum is split evenly 
between the two frequency lines. By using Braun's interpo­
lation rule (Kurkov, 1984) we can conclude that the frequency 
for this sampling period is centered about 502.3 Hz and that 
the true amplitude is about 1.4 times higher than the shown 
peak height. On the other hand, the flutter peak associated 
essentially with 464.3 Hz (3.71 E) remained the same, and 
hence this mode did not participate in the spontaneous growth. 
It appears that the frequency band associated with the growth 
of the stress extends about 0.2 E on either side of the 4 E 
frequency. 

Another example that includes spontaneous flutter growth 
is given in Figs. 17 and 18. For this point both rotors were 
installed. The rotational speeds for the forward and aft rotors 
were 8052.5 and 6397 rpm, respectively, and the corresponding 
blade setting angles were 58.1 deg and 58.6 deg. The tunnel 
Mach number was 0.7 and the relative tip Mach number was 
1.033. Again, the time domain for spectral analysis extended 
up to the instant when the strain gage signal was clipped. The 
peaks at 3.97 and 3.58 E (or 532.3 and 481.3 Hz) in Fig. 18 
correspond to - 2 and 0 nodal diameters, respectively (Fig. 
17). From the leading- and trailing-edge spectra in Fig. 17, it 
follows that the mode shapes associated with these two peaks 
are reasonably close. 

In order to determine which of the two modes is responsible 
for the spontaneous amplitude growth, similarly as before, the 
spectral analysis was repeated including only the last N/4 frac­
tion of the original Appoint time domain (/V = 8192). Com­
parison of the spectra in Fig. 18 shows that the 3.97 E mode 
and the region of about 0.2 E on either side of it experienced 
growth, whereas the 3.59 E mode was virtually unaffected. 

The spontaneous growth of flutter amplitude was noticed 
only for - 1 and - 2 nodal diameters. For the - 1 nodal di­
ameter, the additional requirement is that the relative tip Mach 
number be higher than 1. (No points of significant stress level 

occurred below this Mach number of - 2 nodal diameters.) 
For the - 2-nodal-diameter mode, rapid spontaneous flutter 
growth occurred for the five points closest to the 4 E frequency 
(Fig. 9), the two dual-rotor /3 = 58 deg points, the two single-
rotor 13 - 58 deg points, and the one /3 = 61.2 deg point. The 
flutter growth was more gradual for the two /3 = 61.2 deg 
points farther from 4 E. 

For the remaining flutter points, no spontaneous amplitude 
growth was encountered up to about the 6 - k N / c m level, 
when the test would usually terminate. (On a few occasions, 
however, the test was terminated at a lower stress level.) Re­
gardless of whether or not spontaneous growth was observed, 
corresponding to each flutter point there was always a region 
of a low-stress-level response with one or several well-estab­
lished traveling waves that could be observed in the displace­
ment spectrum and could be maintained indefinitely. It appears, 
therefore, that a limit cycle sets in virtually at the flutter in­
ception and that the observed rapid spontaneous growth is a 
transition to a higher amplitude limit cycle (provided that the 
blade does not fail). This suggests that nonlinearities have a 
role, not only in limiting the amplitude, but also in its growth. 

Because only the low ends of the strain gage spectra were 
displayed in the figures, the higher harmonics fell beyond the 
displayed range of frequencies. However, these harmonics were 
clearly visible in all the linear spectra. At high stress level for 
the second flutter mode, the second harmonic was observed 
to be about one-third of the first. The stress wave shape was 
somewhat triangular. The second harmonic in the displacement 
spectra was much less significant but was observed in some 
spectra at twice the nodal diameter of the first. 

Space limitations do not allow presentation of spectral re­
sults for all points; however, the two flutter points for which 
the detailed results were presented were selected to illustrate 
some of the more complicated features associated with the 
particular flutter mode, as well as to illustrate the method of 
analysis to deal with these complexities. 

Concluding Remarks 
Flutter blade vibrations at the near-tip span were successfully 

measured and monitored during a wind tunnel test of an un-
ducted fan model by an optical method. The method relies 
upon the chopping of the laser beam by the blades rather than 
upon the reflection of a light beam by the blade tips. The 
traveling-wave nodal diameter modes were determined from 
the overall displacement spectra given the frequency, which 
was measured by strain gages. Because of the presence of 
mistuning, and because of the incomplete strain gage coverage 
of the rotor blades, this information would have been difficult, 
if not impossible, to obtain from the strain gage data alone. 
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Two distinct flutter modes were present. One was associated 
with the first natural mode and the other with the second. An 
indication of a flutter mode shape was obtained from the 
displacement data as the ratio of the leading- to trailing-edge 
flutter amplitudes. For each mode this ratio was in the neigh­
borhood of the corresponding calculated value obtained from 
a finite element code that accounted only for centrifugal loads. 
For both modes, however, the experimentally determined am­
plitude ratios were lower and frequencies were somewhat higher 
than the calculated values. The frequency spread for the first 
flutter mode for the range of nodal diameters encountered in 
the test was relatively small; however, it was rather large for 
the second flutter mode, particularly for the -2-nodal-di-
ameter group, which also occurred at a high relative Mach 
number. For this traveling-wave mode, most flutter points 
occurred close to the 4 E frequency. Past a certain flutter 
amplitude level, rapid spontaneous amplitude growth was ob­
served for these points. In addition to the well-defined flutter 
frequency peak, the amplitude growth was also evident in a 
frequency band of about 0.2 E on either side of 4 E. The 4 E 
forced response was evident in the strain gage specta away 
from the flutter region. Its source is unknown. For the high 
tip relative Mach numbers, spontaneous growth was also ob­
served for the — 1-nodal-diameter group. The second-flutter-
mode points corresponding to the zero nodal diameter occurred 
at the lower relative Mach numbers and were all close to the 
second natural frequency. 

Some evidence of secondary response at nonintegral engine 
orders was noticed and associated with the positive interblade 
phase angles at frequencies that were, in general, close to the 
second natural mode but with a much higher leading- to trail­

ing-edge amplitude ratio. This ratio was essential in sorting 
out these points. 

For both flutter modes, high incidence was found to be 
destabilizing. 
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A series of experiments is performed in an extensively instrumented axial flow 
research compressor to investigate the fundamental flow physics of wake-generated 
periodic rotor blade row unsteady aerodynamics at realistic values of the reduced 
frequency. Unique unsteady data are obtained that describe the fundamental un­
steady aerodynamic gust interaction phenomena on the first-stage rotor blades of 
a research axial flow compressor generated by the wakes from the inlet guide vanes. 
In these experiments, the effects of steady blade aerodynamic loading and the 
aerodynamic forcing function, including both the transverse and chordwise gust 
components, and the amplitude of the gusts, are investigated and quantified. 

Introduction 
Periodic aerodynamic excitations generate unsteady aero­

dynamic forces and moments on turbomachinery blading. At 
the resonance conditions where the aerodynamic excitation 
frequency matches a blade natural frequency, catastrophic vi­
brational responses of the blading may occur. In the design 
process, Campbell diagrams are utilized to predict the occur­
rence of the resonant conditions in the operating range of the 
blade row. Unfortunately, accurate predictions of the ampli­
tude of the blade vibration at these resonances cannot currently 
be made due to the inability of mathematical models to predict 
the unsteady aerodynamics accurately, i.e., the aerodynamic 
forcing function to the blade row and the resulting unsteady 
aerodynamics acting on the blading. As a result, empirical 
correlations are currently used to indicate the blade row re­
sponse to an excitation, with varying degrees of success. 

On a first principles basis, forced response unsteady aero­
dynamics are analyzed by first defining the forcing function 
in terms of harmonics. The periodic response of an airfoil row 
to each harmonic is then assumed to be comprised of two 
components. One is due to the harmonic components of the 
unsteady aerodynamic forcing function being swept past the 
nonresponding airfoil row, termed the streamwise and trans­
verse gust responses. The second, the self-induced unsteady 
aerodynamics, arises when a vibrational response of the airfoil 
row is generated. 

The gust and motion-induced unsteady aerodynamic models 
involve many physical and numerical assumptions. Therefore, 
experimental modeling of the fundamental distortion and wake-
generated blade row periodic unsteady aerodynamic response, 
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including both the forcing function and the resulting blade 
row unsteady aerodynamics, is needed for validation and en­
hancement of theoretical and numerical models. 

Unsteady aerodynamic gust experiments of direct interest to 
turbomachines have been performed in low-speed research 
compressors. Fleeter et al. (1978, 1980) investigated the effects 
of airfoil camber and rotor-stator axial spacing on the unsteady 
aerodynamics of a stator vane row of a single-stage low-speed 
research compressor. Capece et al. (1986) and Capece and 
Fleeter (1987) performed measurements in a three-stage low-
speed research compressor to investigate the effect of steady 
airfoil loading and detailed aerodynamic forcing function 
waveshape on the unsteady aerodynamic response of a stator 
vane row. Gallus et al. (1980) performed measurements at the 
midspan of a low camber vane of a single-stage axial flow 
compressor. The unsteady lift coefficients corresponding to 
the first five harmonics of rotor blade wake passing were meas­
ured with five transducers embedded in each vane surface. 

Gust experiments performed in rotor blade rows include the 
following. With regard to inlet flow distortions, O'Brien et al. 
(1980) utilized six dynamic pressure transducers embedded on 
each rotor blade surface to measure the unsteady aerodynamic 
response to a distorted inlet flow field. However, the periodic 
rotor blade row inlet flow field was not measured and, thus, 
the unsteady aerodynamic gust forcing function was not quan­
tified. Hardin et al. (1987) measured low reduced frequency 
oscillating airfoil aerodynamics on the rotor of a single-stage 
compressor and also stated that they performed similar dis­
tortion experiments, although the results were not presented. 

Manwaring and Fleeter (1989, 1991) experimentally inves­
tigated the unsteady aerodynamic rotor blade row gust re­
sponse generated by low reduced frequency inlet distortions 
and wake type disturbances. The major advantage of rotor-
based unsteady gust experiments over stationary blade row 
experiments is that the unsteady aerodynamic forcing function 
is located in the stationary reference frame. This enables a 
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Fig. 1 Schematic of IGV wake-generated transverse and streamwise 
unsteady velocities, u* and v+ 

Table 1 Overall airfoil and compressor characteristics 

ROTOR STATOR IGV 

Airfoil type 

Number of Airfoils 

Chord, C (mm) 

Solidity, C/S 

Camber, 9 

Stagger Angle, y 

Inlet Metal Angle, Pi 

Aspect Ratio 

Thickness/Chord (%) 

Flow Rate (kg/s) 

Design Axial Velocity (m/s) 

Design Rotational Speed (RI'M) 

Number of Stages 

Design Stage Pressure Ratio 

Inlet Tip Diameter (mm) 

Hub/Tip Radius Ratio 

Stage Efficiency (%) 

steady pressure chordwise distributions are measured with blade 
surface static taps ported to a rotor-based Scanivalve system. 

C4 

43 

30 

1.14 

28.0 

36.0 

50.0 

2.0 

10.0 

C4 

31 

30 

1.09 

27.7 

-36.0 

30.0 

2.0 

10.0 

2.03 

24.4 

2250 

3 

1.0 

420 

0.714 

85 

C4 

36 

30 

0.96 

36.9 

21.0 

0.0 

2.0 

10.0 

wide range of forcing function to be more easily generated, 
without large detrimental effects on compressor overall per­
formance. 

In this paper, the rotor blade row fundamental unsteady 
aerodynamic flow physics generated by period wakes are in­
vestigated at realistic values of the reduced frequency. In par­
ticular, the effects of the detailed unsteady aerodynamic forcing 
function, including both the transverse and chordwise gust 
components and the gust amplitude, as well as steady aero­
dynamic loading on the unsteady aerodynamic gust response 
of the first-stage rotor blade row, are investigated. This is 
accomplished by means of a series of experiments performed 
in an extensively instrumented axial flow research compressor. 
Unique unsteady aerodynamic data are obtained that describe 
both the detailed unsteady aerodynamic forcing function gen­
erated by the wakes from the IGVs and the resulting first-stage 
rotor blade row unsteady aerodynamic gust response. 

In these experiments, the primary data obtained define the 
midspan chordwise distributions of both the steady and un­
steady pressure on the rotor blade surfaces, with the aerody­
namic forcing function generated in the stationary reference 
frame. These forcing functions are measured with a rotating 
cross hot-wire probe, with these data then analyzed to deter­
mine the streamwise and transverse velocity components, u+ 

and y+ , shown in Fig. 1. The resulting unsteady aerodynamic 
gust generated rotor blade surface unsteady pressure chordwise 
distributions are measured with embedded ultraminiature high-
response dynamic pressure transducers. The blade surface 

Research Compressor 
The Purdue Axial Flow Research Compressor models the 

fundamental turbomachinery unsteady aerodynamic multi­
stage interaction phenomena, which include the incidence an­
gle, the velocity and pressure variations, the aerodynamic forc­
ing function waveforms, the reduced frequency, and the 
unsteady blade row interactions. The compressor is driven by 
a 15 hp dc-electric motor at a speed of 2250 rpm. Each identical 
stage contains 43 rotor blades and 31 stator vanes having a 
British C4 airfoil profile, with the first-stage rotor inlet flow 
field established by a variable setting inlet guide vane (IGV) 
row of 36 airfoils. The overall compressor and airfoil char­
acteristics are defined in Table 1. 

The compressor aerodynamic performance is determined 
utilizing a 48 port Scanivalve system, thermocouples, and a 
venturi orifice to measure the required pressures, temperatures, 
and flow rate, respectively. The Scanivavle transducer is cal­
ibrated each time data are acquired, thus automatically com­
pensating for zero and span shifts of the transducer output. 
A 95 percent confidence interval, root-mean-square error anal­
ysis of 20 samples is performed for each steady data meas­
urement. 

Instrumentation 
Both steady and unsteady rotor blade row data are required. 

These are acquired with the rotor-based instrumentation sys­
tem schematically depicted in Fig. 2. The steady data quantify 

Nomenclature 

C, 

C„ = 

c, 

rotor blade semichord 
rotor blade steady loading 

&P 

(CP, -•jD, suction. )dx 

rotor blade steady pressure 
coefficient 
rotor blade unsteady pressure 
coefficient 
rotor blade unsteady pressure 
difference coefficient 

/' = rotor blade mean incidence an- v+ = 
gle . _ 

k = reduced frequency = oib/Vx Vx = 
p = digitized ensemble-averaged A V = 

unsteady pressure 
Ps = rotor blade surface steady t\W = 

pressure /3 = 
p = first harmonic complex un- A/3 = 

steady pressure 
w+ = streamwise gust first harmonic co = 

component 

transverse gust first harmonic 
component 
mean axial velocity 
absolute velocity vector differ­
ence from mean value 
total unsteady velocity 
relative mean flow angle 
relative flow angle difference 
from mean value 
forcing function frequency, 
rad 
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Fig. 2 Rotor-based instrumentation 

the rotor row mean inlet flow field and the resulting rotor 
blade midspan steady loading distribution. The unsteady data 
define the periodic aerodynamic forcing function and the re­
sulting midspan blade surface periodic unsteady pressure dis­
tributions. 

The inlet flow field, both steady and unsteady, is measured 
with a rotating cross hot-wire probe. Disturbances in the sta­
tionary frame of reference, i.e., the IGV wakes, are the un­
steady aerodynamic forcing functions to the first-stage rotor 
row. The rotor periodic unsteady inlet flow field generated by 
these disturbances is measured with a cross hot-wire mounted 
in the rotor frame of reference. The probe is axially mounted 
30 percent of rotor chord upstream of the rotor leading edge 
plane. A potential flow field analysis determined this axial 
location to be such that leading edge potential effects are neg­
ligible for all steady loading levels. The probe is angularly 
aligned to obtain rotor relative velocity and flow angle data. 
The cross hot-wire probe was calibrated and linearized for 
velocities from 18.3 m/s to 53.4 m/s and ±35 deg angular 
variation, with the accuracy of the velocity magnitude and 
flow angle were determined to be 4 percent and ±1.0 deg, 
respectively. Centrifugal loading effects on the rotating hot­
wire sensor resistances and, thus, the responses, were found 
to be negligible. 

The detailed steady aerodynamic loading on the rotor blade 
surfaces is measured with a chordwise distribution of 20 mid-
span static pressure taps, 10 on each surface. The static pressure 
at the rotor exit plane, measured with a rotor drum static tap, 
is used as the blade surface static pressure reference. These 
static pressure measurements are made using a rotor-based 48 
port constant speed drive Scanivalve system located in the rotor 
drum. 

The measurement of the midspan rotor blade surface un­
steady pressures is accomplished with 20 ultraminiature, high-
response transducers embedded in the rotor blades at the same 
chordwise locations as the static pressure taps. To minimize 
the possibility of flow disturbances associated with the inability 
of the transducer diaphragm to maintain the surface curvature 
of the blade exactly, a reverse mounting technique is utilized. 
The pressure surface of one blade and the suction surface of 
the adjacent blade are instrumented, with transducers em­
bedded in the nonmeasurement surface and connected to the 
measurement surface by a static tap. The embedded dynamic 
transducers are both statically and dynamically calibrated. The 
static calibrations show good linearity and no discernible hys­
teresis. The dynamic calibrations demonstrate that the fre­
quency responses, in terms of gain attenuation and phase shift, 
are not affected by the reverse mounting technique. The ac­
curacy of the unsteady pressure measurements, determined 
from the calibrations, is ± 4 percent. 

The rotor-based static pressure Scanivavle transducer, ro­

tating cross hot-wire probe, and 20 blade surface dynamic 
pressure transducers are interfaced to the stationary frame-of-
reference through a 40 channel slip ring assembly. On-board 
signal conditioning of the transducer output signals is per­
formed to maintain a good signal-to-noise ratio through the 
slip rings. The remaining 17 channels of the slip-ring assembly 
are used to provide excitation to the transducers and on/off 
switching to the Scanivalve d-c motor. 

Data Acquisition and Analysis 

Steady Data. The rotor blade surface static pressure data, 
measured with the rotor-based Scanivalve system, are defined 
by a root-mean-square error analysis of 20 samples with a 95 
percent confidence interval. The reference for these midspan 
blade pressure measurements is the static pressure at the exit 
of the rotor measured in the rotor drum. Thus, the blade 
surface and the reference static pressures are measured at dif­
ferent radii. Hence, a correction for the resulting difference 
in the radial acceleration is applied in calculating the blade 
surface static pressure coefficient: 

_ p —P 
Cp~ \/2pU) U ) 

where U, is the rotor blade tip speed. 

Periodic Data. The periodic data of interest are the har­
monic components of the aerodynamic forcing function to the 
first-stage rotor blade row together with the resulting rotor 
blade surface unsteady pressures and unsteady pressure dif­
ferences. These are determined by defining a digitized ensem­
ble-averaged periodic unsteady aerodynamic data set consisting 
of the rotating cross hot-wire probe and blade surface dynamic 
pressure transducer signals at each steady operating point. In 
particular, these time-variant signals are digitized with a high­
speed A-D system at a rate of 100 kHz and then ensemble 
averaged. 

The key to this averaging technique is the ability to sample 
data at a preset time, accomplished by an optical encoder 
mounted on the rotor shaft. The microsecond range step volt­
age signal from the encoder is the data initiation time reference 
and triggers the high-speed A-D multiplexer system. To reduce 
significantly the random fluctuations superimposed on the pe­
riodic signals of interest, 200 averages are used. A Fast Fourier 
Transform (FFT) algorithm is then applied to these ensemble-
averaged signals to determine the harmonic components of the 
unsteady aerodynamic forcing function and the resulting rotor 
blade surface harmonic unsteady pressures and pressure dif­
ferences. 

The unsteady inlet flow field to the rotor row is measured 
with the rotating cross hot-wire probe, which quantifies the 
relative velocity and flow angle. The velocity triangle relations 
depicted in Fig. 1 are then used to determine the unsteady inlet 
flow field to the rotor, in particular, the streamwise and trans­
verse velocity components, u+ and v+, respectively. These are 
then Fourier decomposed to determine the first harmonic of 
the streamwise and transverse velocity components, termed the 
streamwise and transverse gust components, u+ and v+. 

The various unsteady aerodynamic gust mathematical models 
reference the gust-generated airfoil aerodynamic response to 
a transverse gust at the leading edge of the airfoil. However, 
in the experiments described herein, the time-variant data are 
referenced to the initiation of the data acquisition shaft trigger 
pulse. Thus, for consistency with the models, the periodic data 
are further analyzed and referenced to a transverse gust at the 
leading edge of the first stage rotor blade. This is accomplished 
by assuming that: (1) the aerodynamic forcing function remains 
fixed in the stationary reference frame; and (2) the forcing 
function does not decay from the rotating hot-wire probe axial 
location to the rotor row leading edge plane. 
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Steady pressure'chordwise distributions for five steady loading 

The rotor blade surface unsteady pressure data, measured 
with the embedded high response pressure transducers, are 
analyzed to determine the harmonics of the chordwise distri­
bution of the unsteady pressure coefficient, Cp, and the un­
steady pressure difference coefficient, CAp. These are defined 
in Eq. (2) and are specified from the Fourier coefficients of 
the digitized ensemble-averaged dynamic pressure transducer 
signals. 

cP=-
pvl(v

¥)p 

^Ap *-TJ, pressure ^p, suction 

(2a) 

(2b) 

where v+ is the first harmonicjxansverse gust component, Vx 

is the mean axial velocity, and /3 is the relative mean flow angle 
in rad. 

The final forms of the gust-generated rotor blade row un­
steady aerodynamic data define the chordwise distribution of 
the harmonic complex unsteady pressure and pressure differ­
ence coefficients. Also included as a reference are predictions 
from the transverse gust analysis of Smith (1971). This model 
analyzes the unsteady aerodynamics generated on a flat plate 
airfoil cascade at zero incidence by a transverse gust convected 
with an inviscid, subsonic, compressible flow. 

Results 
A series of experiments are performed to investigate and 

quantify the effects on the unsteady aerodynamic gust response 
of the first-stage rotor blade row due to the detailed variation 
of the unsteady aerodynamic forcing function generated by 
the IGV wakes. Forcing function effects include both the trans­
verse and chordwise gust components, defined by the ratio of 
the amplitudes of the first harmonic streamwise-to-transverse 
gust components, \ii+/v+ I, and the gust amplitude, defined 
by the ratio of the first harmonic transverse gust magnitude 
to mean axial velocity, I v+/Vx\. The ratio of the streamwise-
to-transverse gust amplitude, I ti+/v + I, was varied by changing 
the IGV setting angle. The level of steady aerodynamic loading, 
characterized by the mean incidence angle, was varied as a 
parameter. The variation in the rotor blade steady loading was 
obtained by holding the rotor speed constant and varying the 
mass flow rate and, thus, the mean flow incidence angle to 
the rotor blade row. 

Periodic Aerodynamic Forcing Function. Four distinct 36-
per-revolution aerodynamic forcing functions to the first-stage 
rotor blade row are generated, characterized by nominal first 
harmonic streamwise-to-transverse gust amplitude ratios of 
0.29, 0.37, 0.45, and 0.55. The unsteady aerodynamic gust 
generated from the IGV wake first harmonic have nominal 
reduced frequency values between 5 and 6. The Fourier decom­
position of these IGV wake aerodynamic forcing functions to 
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Fig. 4 Steady loading effect on blade pressure surface unsteady re­
sponse for a nominal first harmonic \u+lv* I of 0.29 

the first-stage rotor row shows a dominant 36-per-rev exci­
tation fundamental harmonic with smaller higher harmonics. 
As the gust amplitude ratio increases, the transverse harmonic 
gust amplitudes become smaller while the stream wise harmonic 
gust amplitudes becomes larger with respect to the mean axial 
velocity. 

Blade Surface Steady Pressures. The effect of steady aero­
dynamic loading as characterized by the mean incidence angle 
on the rotor blade surface steady pressure coefficient is shown 
in Fig. 3. The level of steady loading only affects the steady 
pressure distribution on the pressure surface over the front 40 
percent of the chord. On the suction surface, the steady loading 
variation has a large effect on the steady pressure distribution 
over the entire suction surface. Also, these data give no in­
dication of suction surface flow separation. It should be noted 
that these surface steady pressure distributions are not affected 
by the characteristics of the periodic unsteady aerodynamic 
forcing function. 

Rotor Row Periodic Aerodynamic Response. The periodic 
aerodynamic responses of the first-stage rotor blade row to 
the IGV wake first harmonic forcing function are presented 
in the format of the chordwise distribution of the complex 
unsteady pressure coefficient on the individual rotor blade 
surfaces as well as the corresponding complex unsteady pres­
sure difference coefficient generated by the 36-per-rev IGV 
wake first harmonic forcing function, with the steady loading 
level as a parameter. 

Pressure Surface Unsteady Pressure. The effect of steady 
aerodynamic loading level on the IGV wake-generated first 
harmonic complex unsteady pressure distribution on the rotor 
blade pressure surface is shown in Figs. 4, 5, 6, and 7 for 
nominal streamwise-to-transverse gust amplitude ratios of 0.29, 
0.37, 0.45, and 0.55, respectively^ The first harmonic gust 
amplitude, characterized by \v+/Vx\ values of approximately 
0.1, is small compared to the mean axial velocity. 

For each gust amplitude ratio value, the form of the di-
mensionless unsteady pressure coefficient specified in Eq. (2) 
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Fig. 6 Steady loading effect on blade pressure surface unsteady re­
sponse for a nominal first harmonic \u*lv* I of 0.45 

results in a compression of the unsteady pressure magnitude 
data over the entire pressure surface for all gust amplitude 
ratios and all but the two lowest steady loading levels. For 
these two loading cases, large variations are found in the mag­
nitude data in the neighborhood of the quarter chord, with 
these variations decreasing with increasing gust amplitude ra­
tio. This corresponds to the previously noted effects of steady 

loading on the rotor blade surface steady pressure wherein 
loading primarily influences the front part of the pressure 
surface. Namely, the steady pressure coefficient value for the 
rotor drum hub steady pressure coefficient upstream of the 
rotor row is approximately —0.24, thereby indicating that the 
mean flow field accelerates around the pressure surface leading 
edge before decelerating (diffusing) for the two lowest mean 
incidence angles, i.e., the steady pressure coefficient decreases 
and then increases. 

The level of steady loading has only a minimal effect on the 
pressure surface unsteady pressure phase, the exception being 
the two lowest steady loading levels in the front chord region. 
Also as \it+/v+ I increases, the decrease in phase in the 25 
percent chord region becomes less for the two low steady load­
ing levels, while the three highest steady loading levels in the 
front chord region and all steady loading levels in the aft chord 
region remain relatively unaffected by the gust amplitude ratio. 

Suction Surface Unsteady Pressures. The effect of steady 
aerodynamic loading on the IGV wake-generated first har­
monic complex unsteady pressure on the rotor blade suction 
surface is shown in Figs. 8, 9, 10, and 11 for the four nominal 
gust amplitude ratio values. 

The unsteady pressure coefficient magnitude on the entire 
suction surface is a strong function of the level of steady 
aerodynamic loading. This corresponds to the previously pre­
sented suction surface steady pressure data variation with mean 
incidence angle. For all gust amplitude ratios, the front-to-
niidchord region data show a decreasing-increasing magnitude 
trend with chord, with the minimum magnitude chordwise 
location moving forward with increasing steady loading. This 
minimum corresponds to the minimum in the steady pressure 
chordwise distribution, Fig. 5, wherein the chordwise location 
of the change from accelerating to decelerating mean flow 
moves forward with increasing mean incidence. Thus, similar 
to the pressure surface unsteady response in the front chord 
region at negative mean incidence angle, the unsteady gust 
interacts with the accelerating mean flow field around the 
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suction surface in the front chord region. In the mid-to-aft 
chord region, the gust amplitude ratio alters the effect of steady 
loading on the chordwise distributions of the unsteady pressure 
response. Namely, for the large gust amplitude ratios, a de-
creasing-increasing unsteady pressure magnitude trend with 
chord occurs, with the minimum moving forward with in­

creasing steady loading. As \u+/v+ I decreases, this increasing-
decreasing magnitude trend with chord becomes smoother and 
the data increase dramatically in magnitude in the aft half 
chord. Thus, for this higher camber suction surface, the mean 
flow field interacts with the unsteady gust over the entire blade 
surface, with the gust amplitude ratio affe.cting the response 
over the aft half of the surface. 
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Nearest to the leading edge, the magnitude data increase 
with increasing steady loading level. As noted previously, this 
steady loading trend is attributed to the IGV wake first har­
monic gust interacting with the mean accelerating flow field 
around the blade leading edge. Hathaway et al. (1987) have 
experimentally demonstrated the interaction of a rotor wake 
with a downstream stator row. They found that from ap­
proximately - 20 to 10 percent of the downstream stator chord, 
the rotor wake-generated unsteady velocity magnitude in­
creases, with the increase becoming larger as steady loading 
increases. This indicates that the wake-generated gust mag­
nitude increases due to the interaction with the accelerating 
mean flow field around the blade leading edge. 

With regard to the phase of the unsteady pressure, the 
streamwise-to-transverse gust amplitude ratio has minimal ef­
fect, with steady loading primarily affecting the phase on the 
aft three quarters of the chord. As the mean incidence angle 
is increased from the low loading level, the chordwise variation 
of the phase data on the aft part of the surface becomes linear, 
with the extent of this linear distribution increasing with in­
creasing mean incidence. This linear chordwise distribution 
indicates the existence of a wave phenomenon, with a con-
vective velocity equal to the mean axial velocity through the 
blade row (20.5 m/s). This mean axial velocity wave phenom­
enon has been experimentally detected by other authors (Fleeter 
etal., 1980;Hodson, 1985) but is yet to be physically explained. 

Summarizing these blade surface steady loading and gust 
amplitude ratio effects, for the low camber pressure surface 
in the chorwise region where the mean flow field does not 
accelerate, i.e., the mid-to-aft chord region for all steady load­
ing levels and the front chord region for the three high steady 
loading levels, the data compress for all gust amplitude ratios, 
indicating that steady loading as characterized by the mean 
flow incidence is a key mechanism for the low camber unsteady 
aerodynamic wake response. However, in an accelerating mean 

flow field, i.e., the front chord region for the two low steady 
loading levels, mean flow field interactions with the unsteady 
gust are also important. As the gust amplitude ratio increases, 
this interaction lessens. On the higher camber suction surface, 
the interaction between the mean flow field and the unsteady 
gust affects the unsteady aerodynamic response over the entire 
blade surface for all steady loading levels and streamwise-to-
transverse gust amplitude ratios. Also, the gust amplitude ratio 
has a large effect on these interactions over the aft half of the 
blade surface. 

Unsteady Pressure Differences. The steady loading effect 
on the first harmonic of the complex unsteady pressure dif­
ference across the rotor blade camberline is shown in Figs. 12, 
13, 14, and 15 for the nominal streamwise-to-transverse gust 
amplitude ratios of 0.29, 0.37, 0.45, and 0.55, respectively. 
Also presented as a reference are the flat plate cascade, in viscid, 
transverse gust predictions of Smith (1971) and Whitehead 
(1987). 

The effects of steady loading on the previously presented 
individual pressure and suction surface magnitude and phase 
data are still apparent, with the suction surface effects being 
dominant. For example, analogous to the high gust amplitude 
steady loading trends on the suction surface for the high gust 
amplitude ratio, the unsteady pressure difference magnitude 
data show two decreased magnitude regions, one in the front 
chord region and the other in the mid-to-aft chord region, with 
the chordwise location of the magnitude minima moving for­
ward with increased steady loading. Also, the chordwise lo­
cation where the rapid increase in value of the phase data 
begins to occur moves forward with increasing steady loading 
similar to the suction surface, whereas for the low steady load­
ing level, the phase decreases sharply at 25 percent rotor chord 
per the pressure surface trends. Similar to the steady loading 
trends in the suction surface aft chord region, as the gust 
amplitude ratio decreases, the magnitude data increase. 
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response for a nominal first harmonic \Q*lv* I of 0.45 
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response for a nominal first harmonic lu+/i?+ I of 0.55 

These steady loading effects cause the chordwise distribution 
of the unsteady pressure difference magnitude and phase data 
to differ greatly from the flat plate cascade predictions, with 
the magnitude data not just decreasing with increasing chord 
and the phase data not remaining nearly constant with chord 
per the predictions. The lowest steady loading level, which 
most closely approximates the prediction model no loading 
condition, shows fair comparison with the magnitude data, 
except in chord regions where strong gust interactions with the 
steady flow field occur, i.e., the pressure surface interaction 
at 25 percent chord and the suction surface interaction in the 
aft chord. The prediction differs from the phase data by ap­
proximately 90 deg over the entire blade except, once again, 
in the 25 percent and aft chord region. 

Effect of Gust Amplitude. The previous results considered 
the periodic aerodynamic response of the first-stage rotor blade 
row to relatively small amplitude IGV wake first harmonic 
gusts, with the ratio of the transverse gust to mean axial velocity 
on the order of 0.1. The effect of larger amplitude gusts, I v+/ 
Vx\ on the order of 0.3, on the blade surface unsteady pressure 
response, including the effect of steady loading, are presented 
in Figs. 16 and 17, where the effect of operation at the five 
nominal steady loading levels is also included. In particular, 
these figures present the chordwise distribution of the complex 
unsteady pressure coefficient on the pressure and suction sur­
faces generated by large amplitude 36-per-rev IGV wake first 
harmonic forcing functions. 

The effect of the larger amplitude gusts on the pressure 
surface unsteady pressure response is demonstrated by com­
paring the high-amplitude gust generated response with that 
resulting from the low-amplitude gust of the same nominal 
stream wise-to-transverse gust amplitude ratio value, Figs. 5 
and 16. Nearly identical unsteady pressure magnitude and phase 
responses are shown for both gust amplitudes except in the 25 
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percent chord region for the lowest two mean flow incidence 
angles. In this front chord region at negative mean flow in­
cidence, the interaction between the accelerating mean flow 
field and the unsteady gust is weaker for the larger amplitude 
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gust, as evidenced by the decrease in the magnitude and phase 
variation. 

The effect of large-amplitude gusts on the suction surface 
unsteady pressure response is seen by comparing the high and 
low-amplitude gust-generated response for equivalent gust am­
plitude ratio values, Figs. 9 and 17. The phase data are un­
affected by the gust amplitude, with the steady loading effect 
on the phase chordwise distributions being nearly equivalent. 
However, the magnitude data are greatly affected by the gust 
amplitude, particularly over the aft three quarters of the sur­
face. The high-amplitude gust magnitude data are greatly de­
creased compared to the low-amplitude gust magnitude data, 
with the steady loading effect being greatly reduced. Thus, 
similar to the pressure surface front chord region at negative 
mean flow incidence, the interaction of high-amplitude gusts 
with the mean flow is weaker than the interaction of low-
amplitude gusts with the mean flow. 

Summary and Conclusions 
The rotor blade row fundamental unsteady aerodynamic 

flow physics generated by periodic wakes were investigated at 
realistic values of the reduced frequency. In particular, the 
effects of the detailed unsteady aerodynamic forcing function, 
including both the transverse and chordwise first harmonic 
gust components and the gust amplitude, as well as steady 
aerodynamic loading on the unsteady aerodynamic gust re­
sponse of the first-stage rotor blade row, were investigated 
and quantified. This was accomplished by means of a series 
of experiments performed in an extensively instrumented axial 
flow research compressor. 

The rotor blade surface steady loading distributions were 
quantified with surface static pressure taps and a rotor-based 
Scanivalve system. The aerodynamic forcing function to the 
rotor blade row was determined with a rotating cross hot-wire 
probe, with the aerodynamic gust-generated rotor blade sur­
face unsteady pressure chordwise distributions measured with 
embedded ultraminiature high-response dynamic pressure 
transducers. 

The detailed IGV wake-generated unsteady aerodynamic re­
sults of these experiments are summarized in the following. 

Forcing Function 
9 The IGV wake forcing function shows a dominant 36-

per-rev, with smaller higher harmonic content. 

Blade Surface Steady Pressures 
9 Steady loading affects the steady pressure distribution 

on the front portion of the blade pressure surface and over 
the entire suction surface. 

• The unsteady gust amplitude ratio and magnitude have 
negligible effect on the steady pressure distribution. 

Pressure Surface Response 
9 The unsteady pressure phase data are nearly independent 

of the steady loading level and the gust amplitude ratio except 
in the front chord region at negative mean flow incidence. 

9 The selected unsteady pressure nondimensionalization 
compresses the magnitude data with regard to mean flow in­
cidence angle for each gust component amplitude ratio except 
in the front chord region for negative mean flow incidence. 

9 Increasing the gust amplitude ratio results in weaker in­
teractions between the mean and unsteady flow fields in the 
front chord region at negative mean flow incidence. 

9 Large-amplitude gusts reduce this interaction between 
the unsteady gust and the accelerating mean flow field. 

9 The magnitude of the unsteady pressure response on the 
blade pressure surface, i.e., the low camber surface, is thus 
primarily affected by the level of steady loading as character­
ized by the mean flow incidence angle except in the accelerating 
mean flow field of the front chord region at negative mean 
flow incidence. 

Suction Surface Response 
9 The unsteady pressure phase data are nearly independent 

of the gust component amplitude ratio, with increased mean 
incidence, resulting in a linear chordwise distribution, which 
corresponds to a wave phenomenon convected at the mean 
axial velocity of the flow through the rotor blade row. 

9 The selected unsteady pressure nondimensionalization 
does not compress the magnitude data with regard to mean 
flow incidence angles. 

« The mid-to-aft chord magnitude data are a strong func­
tion of the gust amplitude ratio, with the increase in magnitude 
with increasing steady loading becoming smaller with increas­
ing gust amplitude ratio. 

8 Large-amplitude gusts reduce these mean flow field in­
teractions with the unsteady gust, similar to the pressure sur­
face. 

9 The magnitude of the unsteady pressure response on the 
blade suction surface, i.e., the higher camber surface, is thus 
affected by both the steady flow field interactions and the gust 
amplitude ratio. 

Unsteady Pressure Difference Response 
9 The unsteady pressure difference data reflect the effects 

of loading on the pressure and suction surface unsteady data, 
with the suction surface effects being dominant. 

9 These steady loading effects cause the chordwise distri­
bution of the magnitude and phase data to differ greatly from 
the flat plate cascade predictions. 

9 The lowest steady loading level data were correlated with 
flat plate cascade predictions, with the unsteady aerodynamic 
response correlation being fair. 
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